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Rayleigh-Bénard Convection
in Open and Closed Rotating
Cavities
Buoyancy effects can be significant in the rotating annular cavities found between com-
pressor discs in gas-turbine engines, where Rayleigh numbers above 1012 are common. In
some engines, the cavity is “closed” so that the air is confined between four rotating
surfaces: two discs and inner and outer cylinders. In most engines, however, the cavity is
“open” and there is an axial throughflow of cooling air at the center. For open rotating
cavities, a review of the published evidence suggests a Rayleigh–Bénard type of flow
structure, in which, at the larger radii, there are pairs of cyclonic and anti-cyclonic
vortices. The toroidal circulation created by the axial throughflow is usually restricted to
the smaller radii in the cavity. For a closed rotating annulus, solution of the unsteady
Navier–Stokes equations, for Rayleigh numbers up to 109, show Rayleigh–Bénard con-
vection similar to that found in stationary enclosures. The computed streamlines in the
r-� plane show pairs of cyclonic and anti-cyclonic vortices; but, at the larger Rayleigh
numbers, the computed isotherms suggest that the flow in the annulus is thermally mixed.
At the higher Rayleigh numbers, the computed instantaneous Nusselt numbers are un-
steady and tend to oscillate with time. The computed time-averaged Nusselt numbers are
in good agreement with the correlations for Rayleigh–Bénard convection in a stationary
enclosure, but they are significantly higher than the published empirical correlations for
a closed rotating annulus. �DOI: 10.1115/1.2432898�

Keywords: Rayleigh–Bénard convection, rotating cavities

1 Introduction
Buoyancy-induced flow occurs in the rotating annular cavities

found between the compressor disks in gas-turbine engines. In
some engines the cavity is closed, and the trapped air is confined
between four rotating surfaces: two disks and an inner and outer
cylindrical surface. In most engines, however, the cavity is open,
as shown in Fig. 1, and there is an axial throughflow of cooling air
in the clearance between the center of the discs and a rotating
shaft. �Although the shaft usually rotates at a different angular
speed from that of the discs, in this paper it is assumed to have the
same speed, �.� Figure 2 shows a schematic diagram of the open
and closed rotating cavities that are the subject of this paper.

Rayleigh–Bénard convection can occur in the fluid enclosed
between two, stationary, horizontal plates, the lower of which is
heated. The buoyancy-induced flow structure �see Refs. �1–3��
comprises a parallel array of contrarotating vortices with horizon-
tal axes, as shown in Fig. 3. King and Wilson �4� showed that a
similar flow structure can occur in a rotating annulus, where the
outer cylindrical surface is heated. In this case, where the centrip-
etal acceleration, �2r, is much greater than the gravitational ac-
celeration, g, the axes of the counter-rotating vortices in the an-
nulus are in the axial direction. �In an engine, �2r /g is typically
of the order of 104, and Rayleigh numbers are usually greater than
1012.�

This paper considers the occurrence of Rayleigh–Bénard con-
vection, and related buoyancy-induced flow, in both open and
closed rotating cavities. Section 2 presents the linear equations for
rotating fluids, and Sec. 3 reviews some relevant published work.
Section 4 describes the governing equations and computational

methods that are used to produce the computed flow structures
and Nusselt numbers that are presented in Sec. 5 for a closed
cavity. The principal conclusions are summarized in Sec. 6.

2 Linear Equations for Rotating Fluids
Consider a frame of reference, rotating with angular speed �

about an axis located at point 0. In cylindrical-polar coordinates,
u, v, and w are the components of velocity in the r, �, z directions.

The so-called linear equations are a simplified form of the
Navier–Stokes equations when the nonlinear inertial terms are
negligibly small compared with the Coriolis acceleration. Strictly,
the linear equations are only valid when �u� and �v� are much
smaller than �r. There are, however, many flows where the equa-
tions give good predictions of experimental measurements even
when �u� and �v� are of similar magnitude to �r �see Refs. �5,6��.
The equations developed below are based on those derived by
Farthing et al. �7�; they are used here to show their relevance to
Rayleigh–Bénard flow.

For steady flow, the continuity equation and the inviscid linear
equations �which, in meteorology, are referred to as the geo-
strophic equations� can be expressed as

�r��ru� + ������ + �z��rw� = 0 �1�

2�� =
1

�
�rp − �2r �2a�

2�u = −
1

�r
��p �2b�

0 =
1

�
�zp �2c�

Equations �1� and �2� lead to the result that
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�z��w� =
�

2
��� �3�

For incompressible or axisymmetric flow �where ��� is zero� it
follows that �w is invariant with z. This result, often referred to as
the Taylor–Proudman theorem, means that u and v are also invari-
ant with z. Two important consequences should be noted: �i� ro-
tation tends to create two-dimensional �2D� stratified flow, reduc-
ing circulation; �ii� radial flow can only occur if ��p�0. �As
shown in Ref. �6�, for source-sink flow in a rotating cavity, radial
flow is confined to Ekman layers on the discs and there is virtually
no flow in the inviscid core of fluid between these layers.�

For incompressible flow, equation �2a� can be written as

2�� =
1

�
�rP �4�

where P is the so-called reduced pressure defined by

P = p −
1

2
��2r2 �5�

For cyclonic circulation, where ��0, the pressure increases radi-
ally. As the pressure at the center of the circulation is lower than
that at the outside, cyclonic circulation is associated with low
pressure �as in the earth’s atmosphere�; conversely, anti-cyclonic
circulation is associated with high pressure.

In a rotating cavity, Rayleigh–Bénard convection is always as-
sociated with an even number of vortices; in a stationary enclo-
sure, the number may be odd or even. These cyclonic and anti-
cyclonic pairs of vortices create the circumferential pressure
gradient that is needed to produce the radial convection of fluid in
the rotating cavity. The above results apply to inviscid flow: vis-
cosity tends to reduce the circulation, and heat transfer to the

cylindrical surfaces of a rotating cavity occurs in the boundary
layers on these surfaces.

3 Review of Previous Work
The definition of symbols is given in the Nomenclature.

3.1 Open Rotating Cavities. The Sussex Group �7–12� made
measurements and computations for a rotating cavity with an axial
throughflow of cooling air for a /b�0.1. There was no central
shaft, and either the discs or the shroud �the outer cylindrical
surface� were heated.

Farthing et al. �7� carried out flow visualization and laser-
Doppler anemometry �LDA� studies in both isothermal and heated
cavities. For the isothermal case, the axial throughflow was seen
to generate a powerful toroidal vortex, in cavities with large gap
ratios �G�0.4�, the strength of which decreased as the rotational
speed increased. Depending on the values of G and Ro, the
Rossby number, axisymmetric and nonaxisymmetric vortex break-
down �13� was observed in the central jet. When one or both of
the disks were heated, the flow in the cavity became nonaxisym-
metric, and cyclonic and anti-cyclonic circulation was observed.
The core of fluid between the discs precessed at an angular speed
��c say� slightly less than that of the discs. The ratio of �c /�
decreased as the temperature difference between the discs and the
cooling air increased.

For the case of G=0.138, with both discs heated to the same
�radially increasing� temperature, Farthing et al. �8� correlated the
Nusselt number, Nu1, by

Nu1 = 0.0054 RezGr1
0.25 �6�

The correlations for natural convection �14� from a heated vertical
plate in air �where the centripetal acceleration �2r in the defini-
tion of Gr1 is replaced by the gravitational acceleration g, and
�b−r� is replaced by the vertical height� are

Nu1 = 0.36 Gr1
0.25 for laminar flow �7a�

Nu1 = 0.022 Gr1
0.4 for turbulent flow �7b�

For the vertical plate, transition from laminar to turbulent flow
occurs at Gr1�109. For the rotating cavity, Farthing et al. found
no evidence of transition even for Gr1�1011, which suggested
that the flow might be laminar even at very large values of the
Grashof number.

As part of a major European research project �internal cooling
air systems in gas turbines �ICAS-GT�� Owen and Powell �15�
made measurements in an open cavity, where a /b=0.4 and G
=0.2, in which one of the discs was heated. LDA and heat transfer
measurements were made for 1.4�103�Rez�5�104 and 4
�105�Re��3.2�106. Spectral analysis of the LDA measure-
ments revealed a multi-cell structure comprising one, two or three
pairs of vortices. As found in the experiments of Farthing et al.,
the core of fluid between the discs precessed at an angular speed,
�c, less than that of the discs, and �c /� decreased as the tem-
perature of the heated disk increased. At the smaller values of Rez,
the measured Nusselt numbers were consistent with buoyancy-
induced flow; at the larger values of Rez, the effect of the axial
throughflow became dominant.

Complementary computational research, conducted as part of
ICAS-GT, was reported by Smout et al. �16�. Three-dimensional,
unsteady, turbulent computations for the open rotating cavity at
low values of Rez produced a multi-cell structure and the com-
puted Nusselt numbers were consistent with the measurements
made by Owen and Powell.

Tian et al. �17� computed the flow and heat transfer in a rotating
cavity based on the geometry of Farthing et al. Their 3D, steady,
turbulent computations showed that the flow structure comprised
two parts: Rayleigh–Bénard convection at the larger radii, and
forced convection in the central region. The computations sug-
gested that there is a critical Rayleigh number above which the

Fig. 1 Simplified diagram of high-pressure compressor rotor
with axial throughflow

Fig. 2 Schematic diagram of open and closed rotating cavities

Fig. 3 Rayleigh–Bénard convection in a horizontal stationary
enclosure
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flow becomes unstable and time dependent.
Johnson et al. �18� investigated the stability characteristics of

variable-density swirling flow in rotating cavities. Using a
narrow-gap approximation for inviscid flow, they produced crite-
ria for the necessary and sufficient conditions for stability. When
the rotating surfaces are colder than the “cooling air” �such as at
takeoff in an aeroengine� the flow is stably stratified: the axial
throughflow cannot penetrate very far into the cavity and the re-
sulting convective heat transfer is relatively low. Conversely,
when the rotating surfaces are hotter than the air �at cruise and
landing�, the flow is unstable, the axial flow can readily enter the
cavity, and the heat transfer is increased as a consequence. �For
these unstable conditions, flow visualization revealed “multi-lobe
secondary flows” rotating inside the cavities of a compressor
drum.�

3.2 Closed Rotating Cavities. The Aachen group �19–22�
made measurements and computations for a sealed annulus where
the heat flow could be either axial �from a hot disk to a cold one�
or radial �from a hot outer cylindrical surface to a cold inner one�.
The subscripts 2 and 3 are used below for axial and radial heat
transfer, respectively. In both cases, the Nusselt numbers represent
the ratio of �axial or radial� convection to conduction in the annu-
lus. The Nusselt numbers are spatially and time averaged values.

For G=0.5, a /b=0.52, 2�108�Ra2�5�1010, the Nusselt
number for the axial case was correlated by

Nu2 = 0.346 Ra2
0.124 �8�

For the radial case, three different geometries were tested for
107�Ra3�1012, and the correlations are given below.

Geometry A �axisymmetric annulus with G=0.34, a /b=0.35�

Nu3,A = 0.266 Ra3
0.228 �9a�

Geometry B �axisymmetric annulus with G=0.5, a /b=0.52�

Nu3,B = 0.317 Ra3
0.211 �9b�

Geometry C �annulus with 45 deg segments with G=0.5, a /b
=0.52�

Nu3,C = 0.365 Ra3
0.213 �9c�

From the definitions of Ra3 and Re3 it follows that

Ra3 = �s/rm�Pr 	
T Re3
2 �10�

where

Re3 = �rms/� �11�

Therefore the Rayleigh number depends on both the rotational
Reynolds number, Re3, and the buoyancy parameter, 	
T. Cori-
olis forces increase as � increases, and the results of Sec. 2 sug-
gest that circulation inside the annulus should be reduced as �,
and hence Re3, increases. In the experiments, for a given value of
Ra3, Re3,B was greater than Re3,A. Consequently, Nu3,B�Nu3,A,
although the differences were relatively small.

As shown in Sec. 2, radial flow can only occur in the inviscid
core of fluid if ��p�0. For annuli A and B, this pressure gradient
is created by pairs of cyclonic and anti-cyclonic vortices. In an-
nulus C, the radial walls in the cavity allow a pressure gradient to
exist without the need for vortex pairs. Bohn et al. �20� found that,
in annulus C, there was anti-cyclonic circulation, with an isother-
mal core, in each of the eight segments. This circulation provided
enhanced convection so that, for a given value of Ra3, the Nusselt
numbers in annulus C were slightly greater than those in either A
or B.

For Rayleigh–Bénard convection in stationary, horizontal en-
closures, King �23� used dimensional and physical arguments to
show that Nu3=A1Raa1+A2Raa2+ . . ., where A1, A2, a1, and a2 are
constants. Niemela et al. �24� correlated Nu3 for low and high
Rayleigh numbers, and Grossman and Lohse �3� produced the
semi-empirical result

Nu3 = 0.27 Ra1/4 + 0.038Ra1/3 �12�

Holland et al. �25� obtained the correlation, for Pr=0.7

Nu3 = 1 + 1.44 max�1 − 1708/Ra,0� + max��Ra/5830�1/3 − 1,0�
�13�

King and Wilson �4� solved the unsteady 2D laminar equations
�see Sec. 4� for an annulus �with the outer surface heated� in
which the gravitational acceleration, g, was replaced by a constant
centripetal acceleration ��2b�. Their computed streamlines
showed the vortex structure associated with Rayleigh–Bénard
convection. The computed Nusselt numbers, for 104�Ra�109

and a /b=0.5 and 0.7, were in good agreement with the above
correlations for a stationary enclosure.

4 Governing Equations and Computational Methods
The unsteady Navier–Stokes equations are expressed, using di-

mensionless variables, in vorticity-streamfunction and velocity–
vorticity formulations for the 2D and 3D computations, respec-
tively. Derivations, from the original primitive-variables forms of
the equations using Boussinesq approximations and suitable sub-
stitutions, are given by Lewis �26� and King �23�.

The 2D dimensionless equations in cylindrical polar coordi-
nates and in a rotating frame of reference for radial–tangential
�r-�� flow in streamfunction-vorticity form are

�̄ = �2�̄ �14�

1

Pr
	�t̄�̄ +

1

r̄
J��̄,�̄�
 +

2Ra�

r̄Re�Pr
J�T̄,�̄� + Ra���T̄ = �2�̄ �15�

�t̄T̄ +
1

r̄
J�T̄,�̄� = �2T̄ �16�

where the Jacobian operator is given by J�A ,B�=�r̄A��B

−�r̄B��A and t̄ , T̄ , �̄, and �̄ are the nondimensional time �or Fou-
rier number�, temperature, vorticity and streamfunction, respec-
tively.

The vorticity-velocity formulation for the dimensionless 3D
equations are

1

Pr
	�t̄A + �ū . ��A − A�r̄ū −

B

r̄
��ū − C�z̄ū


− 2Re��z̄ū +
2Ra�

Re�Pr
�T̄�z̄ū + ū�z̄T̄�

=�2A −
2

r̄2��B −
A

r̄2 �17�

1

Pr
	�t̄B + �ū . ��B − A��r̄v̄ −

v̄

r̄
� −

B

r̄
�ū + ��v̄� − C�z̄v̄


− 2Re��z̄v̄ +
2Ra�

Re�Pr
�T̄�z̄v̄ + v̄�z̄T̄�

+ r̄Ra��z̄T̄ = �2B +
2

r̄2��A −
B

r̄2 �18�

1

Pr
	�t̄C + �ū . ��C − A�r̄w̄ −

B

r̄
��w̄ − C�z̄w̄


− 2Re��z̄w̄ +
2Ra�

Re�Pr
�T̄�z̄w̄ − ū�r̄T̄ −

v̄

r̄
��T̄�
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− Ra���T̄ = �2C �19�

where A, B, and C are the components of vorticity and ū , v̄ , w̄ the
nondimensional velocities in the r, �, and z directions, respec-
tively. The Poisson equations for velocity are derived using the
curl of the vorticity and the continuity equation. The velocity ex-
pressed in terms of vorticity is then given by

�2w̄ =
1

r̄
��A − �r̄B −

B

r̄
�20�

�2v̄ +
2

r̄
�r̄v̄ +

v̄

r̄2 = �r̄C +
2C

r̄
− �z̄A �21�

�2ū +
2

r̄
�r̄ū +

ū

r̄2 = �z̄B =
1

r̄
��C −

1

r̄
��C −

2

r̄
�z̄w̄ �22�

The energy equation is

�t̄T̄ + �ū . ��T̄ = �2T̄ �23�

The boundary conditions for the various dimensionless variables
are such that there are no-slip velocity conditions, adiabatic side

discs, T̄=1 on the outer cylinder, and T̄=0 on the inner cylinder.
The computations were started from solid-body rotation and a
conduction profile in temperature; the unstable flows develop
through either numerical rounding errors or an imposed artificial
disturbance.

The equations were solved using second-order-accurate finite-
difference approximations in space on collocated uniform curvi-
linear grids for the 2D equations and on staggered grids for the 3D
equations. The Arakawa �27� formulation was used to treat the
nonlinear terms in the 2D equations. Time-stepping was based on
the Du- Fort–Frankel method where values of a dependent vari-
able at the present time step were exchanged for averages of new
and previous time-step values. Equations �14� and �20�–�22� are
boundary value problems within each time step. To accelerate
convergence, they were solved using a V-cycling multigrid rou-
tine, incorporating a Gauss–Seidel line relaxation scheme.

The computed Nusselt numbers were based on the ratio of ra-
dial convection, at r̄=1, to 1D radial conduction in the annulus.
The local Nusselt number, Nu3, was therefore defined as

Nu3 = ln�b/a���r̄T̄�r̄=1 �24�

and the global, or spatially averaged, Nusselt number, Nu3,av, was
obtained by integrating Nu3 over the area of the outer cylindrical
surface.

Various grid and time-step resolutions were used to ensure nu-
merical stability. For the 2D computations, the finest grid resolu-
tion was 96�192 �in r-�� and the smallest time step was 2
�10−8; for the 3D computations, they were 32�32�128 �in r-z-
�� and 5�10−8, respectively.

5 Computed Flow in Closed Cavities

5.1 Flow Structure. The results discussed below were ob-
tained by solving the equations given in Sec. 4 for Pr=0.7 and
a /b=0.5. Limitations in available computing power meant that
computations were not practical for Rayleigh numbers greater

than 109 for 2D flow and 106 for 3D flow.
The values of 	
T used in the computations were chosen to

match those in the experiments of Bohn et al. It was assumed that
	
T=1.1Ra3

−0.114; as Ra3	
T Re3
2, 	
T varied between 0.44

and 0.1, and Re3 between 128 and 1.5�105 for the range of
Rayleigh numbers used in the computations. �As shown in Sec. 2,
increasing �—and hence increasing Re3—tends to reduce the cir-
culation in the annulus. As found in the Aachen experiments, for a
given value of Ra3, increasing Re3 tends to reduce the Nusselt
number.�

Figure 4 shows the 2D computations of the instantaneous
streamlines and isotherms; the values of t̄ are given in Table 1.
Although the streamlines show clear evidence of Rayleigh–
Bénard convection, the isotherms show a more complicated pic-
ture. For Ra3=104, the isotherms show a series of lobes; for Ra3
=106, the vortex pairs are clearly visible and their cores appear to
be virtually isothermal; for Ra3=108, despite the vortex flow seen
in the streamlines, the isotherms suggest that thermal mixing has
occurred. Reasons for this mixing are discussed below.

Two-dimensional computations were conducted for 103.5

�Ra3�109, and Table 1 shows the number of pairs of vortices, n,
that were observed for each value of Ra3. The fact that n can vary
from 4 to 6 in what appears to be a random fashion suggests that

Fig. 4 Computed 2D streamlines and isotherms for a /b=0.5

Table 1 Number of pairs of observable vortices, n, in annulus for a /b=0.5

Ra3 103.5 104 104.5 105 105.5 106 106.5 107 107.5 108 108.5 109

t̄ 2.5 0.25 0.25 0.2 0.2 0.15 0.04 0.015 0.003 0.01 0.003 0.0015

n�streamlines� 5 6 5 6 5 5 5 5 5 4 6 5
n�isotherms� 5 6 5 6 5 5 5 5 5 — — —
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n is time dependent. �The computations of Lewis �26� for a rotat-
ing annulus also showed that the number of vortex pairs could
change with time.� The flow vacillates, and it is this vacillation
that is thought to be responsible for the lack of coherence in the
isotherms for Ra3�108: the constantly changing flow structure
acts as an effective thermal-mixing device. �Vacillation is used to
mean an unsteadiness in the flow structure; this includes struc-
tural vacillation in which the number of vortices can change with
time.�

The phenomenon of coherent flow structures and thermal mix-
ing was also seen, above a critical Rayleigh number, in computa-

tions in a stationary annulus �23�. The measurements of Niemela
et al. �24� for Rayleigh–Bénard flow in a stationary enclosure
confirmed that large-scale coherent flow structures with thermal
mixing could occur for Rayleigh numbers up to 1017. This sug-
gests that the phenomenon is physical.

Figure 5 shows the 3D computations of the instantaneous flow
structure in an annulus with a gap ratio of G=0.5 for Ra3=103.9

and Re3=546 and 1821. For Re3=546, the velocity vectors, at
z /s=0.25 in the r-� plane, show a similar structure to the 2D
computations for Ra3=104 in Fig. 4.

In the 3D computations for Re3=546, the contours of axial
velocity show that there is axial flow away from the discs �+ve� in
the cyclonic �low pressure� vortices, and flow towards the disc
�−ve� in the anti-cyclonic vortices. �This can be seen more clearly
in the results for Re3=546 than for Re3=1821.� The isotherms
show a lobe-type of structure similar to that shown in the 2D
computations in Fig. 4.

For Re3=1821, the 3D flow structure in Fig. 5 is far less clear
but, for the reason stated above, increasing Re3 reduces the circu-
lation, and the circular isotherms show that conduction dominates
over convection.

5.2 Nusselt Numbers. Figure 6 shows the computed variation
of Nu3,av, the global Nusselt number, with time t̄ for Ra3=104,
106, and 108. For stably stratified flow, where only conduction
occurs, Nu3,av=1, which is the case as t̄→0. For Ra3=104, the
flow becomes unstable �that is, Rayleigh–Bénard convection oc-
curs� for t̄�0.1, and Nu3,av increases to a constant value of ap-
proximately 2.5. For Ra3=106, however, Nu3,av never achieves a
steady value: for t̄�0.1, periodic oscillations occur and 7
�Nu3,av�9. For Ra3=108, the oscillations are aperiodic, and 30
�Nu3,av�40. The oscillations in Nu3,av are attributed to the vac-
illating flow structure discussed above.

Figure 7 shows the variation of Nu3,av, the computed time-
average global Nusselt number, with Ra3. The computed Nusselt
numbers are in good agreement with the correlations for a station-
ary enclosure but differ significantly from those for a rotating
annulus.

King �23� conducted 3D laminar computations, for Ra3�106,
and the computed Nusselt numbers were in good agreement with
the correlations for a stationary enclosure. Limitations in comput-
ing power meant that it was not possible to compute Nu3,av at
values of Ra3 high enough to make comparisons with the empiri-
cal correlations for the rotating annulus. It is possible that 3D
computations, with an appropriate turbulence model, could pro-
duce better agreement with the correlations for the rotating annu-
lus, but that is beyond the scope of this paper. �It should be noted
that Sun et al. �28� achieved good agreement with the results of
Bohn et al. using a 3D compressible time-accurate code with a
low-Mach-number preconditioner.�

Fig. 5 Computed 3D flow structure at z̄=0.25 and for Ra3
=103.9, a /b=0.5, G=0.5

Fig. 6 2D computations of variation of Nu3,av with t̄ for a /b=0.5
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Heating the disks, or the outer surfaces, of a rotating cavity can
produce buoyancy-induced flow. For the case of an open rotating
cavity with an axial throughflow of cooling air, previously pub-
lished work shows that a complex flow structure occurs: cyclonic
and anti-cyclonic vortex pairs are created at large radii and the
toroidal circulation induced by the throughflow is confined to the
smaller radii.

For a closed rotating cavity �or sealed annulus�, where the outer
cylindrical surface is hotter than the inner one, the computed flow
structure is similar to the Rayleigh–Bénard convection that occurs
in stationary horizontal enclosures. Two-dimensional unsteady so-
lutions of the Navier–Stokes equations, for rotational Rayleigh
numbers up to 109 in a cavity with a /b=0.5, show that cyclonic
and anti-cyclonic vortex pairs are created in the r-� plane. For
large Rayleigh numbers, the computed streamlines show clear evi-
dence of vortex pairs, whereas the thermal contours suggest that
the flow in the annulus is thermally mixed. This result, which has
also been observed in stationary enclosures, is thought to be
caused by vacillation in the flow structure.

The computed instantaneous Nusselt numbers also show un-
steady behavior at the higher Rayleigh numbers. The time-
averaged Nusselt numbers are in good agreement with the corre-
lations for Rayleigh–Bénard convection in stationary enclosures,
but they are significantly higher than the empirical correlations for
a closed rotating annulus. The reason for this overprediction is not
understood, but it is possible that the use of an appropriate turbu-
lence model may produce better agreement between the computa-
tions and measurements for the rotating annulus.
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Nomenclature
a ,b � inner, outer radius of cavity

A ,B ,C � components of vorticity in r, �, z directions
d � vertical height of stationary enclosure; radial

height of annulus
g � gravitational acceleration
G � s /b, gap ratio

Gr1 � �2r�b−r�3	
T /v2, Grashof number for open
cavity

k � thermal conductivity

l � horizontal length of stationary enclosure
L � characteristic length
ṁ � mass flow rate
n � number of vortex pairs

Nu1 � q�b−r� /k
T, Nusselt number for open cavity
Nu2,av � qavs /k
T, average Nusselt number for annulus

�axial heat flow�
Nu3 � q /qcond, local Nusselt number for annulus �ra-

dial heat flow� or stationary enclosure
Nu3,av � global-average of Nu3
Nu3,av � time average of Nu3,av

Pr � � /�, Prandtl number
q � heat flux
r � radius
r̄ � r /b, nondimensional radius

rm �
1
2 �a+b�, mean radius of annulus

Ra � gd3	
T /v�, Rayleigh number for stationary
enclosure

Ra2 � �2rms3	
T /��, Rayleigh number for annulus
�axial heat flow�

Ra3 � �2rmd3	
T /v�, Rayleigh number for annulus
�radial heat flow�

Ra� � �2b4	
T /��, rotational Rayleigh number
Re3 � �rms /v, rotational Reynolds number for

annulus
Rez � WL /�, axial Reynolds number
Re� � �b2 /�, rotational Reynolds number
Ro � W /�a, Rossby number

s � axial gap between disks
t � time
t̄ � �t /b2, nondimensional time �Fourier number�

T � absolute temperature

T̄ � �T−Tc� / �TH−Tc�, nondimensional temperature
u ,v ,w � radial, tangential and axial components of ve-

locity in a rotating frame of reference
ū , v̄ , w̄ � values of u ,v ,w normalized with respect to

�b
W � bulk-average axial velocity
z � axial distance from left-hand disk
z̄ � z /s, nondimensional axial distance
� � thermal diffusivity
	 � Tref

−1, volume expansion coefficient

T � �TH−Tc� temperature difference

� � dynamic viscosity
� � kinematic viscosity
� � density

� � angular speed of cavity
�c � angular speed of fluid core
� � vorticity
�̄ � �b2 /�, nondimensional vorticity
� � streamfunction in r-� plane

�̄ � � /� nondimensional streamfunction

Subscripts
av � average value
C � cold surface

cond � conduction
H � hot surface
I � inlet value

ref � reference value
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Components Map Generation of
Gas Turbine Engine Using Genetic
Algorithms and Engine
Performance Deck Data
In order to estimate the gas turbine engine performance precisely, the component maps
containing their own performance characteristics should be used. Because the compo-
nents map is an engine manufacturer’s propriety obtained from many experimental tests
with high cost, they are not provided to the customer generally. Some scaling methods for
gas turbine component maps using experimental data or data partially given by engine
manufacturers had been proposed in a previous study. Among them the map generation
method using experimental data and genetic algorithms had showed the possibility of
composing the component maps from some random test data. However not only does this
method need more experimental data to obtain more realistic component maps but it also
requires some more calculation time to treat the additional random test data by the
component map generation program. Moreover some unnecessary test data may intro-
duced to generate inaccuracy in component maps. The map generation method called the
system identification method using partially given data from the engine manufacturer
(Kong and Ki, 2003, ASME J. Eng. Gas Turbines Power, 125, 958–979) can improve the
traditional scaling methods by multiplying the scaling factors at design point to off-
design point data of the original performance maps, but some reference map data at
off-design points should be needed. In this study a component map generation method,
which may identify the component map conversely from some calculation results of a
performance deck provided by the engine manufacturer using the genetic algorithms, was
newly proposed to overcome the previous difficulties. As a demonstration example for this
study, the PW206C turbo shaft engine for the tilt rotor type smart unmanned aerial
vehicle which has been developed by Korea Aerospace Research Institute was used. In
order to verify the proposed method, steady-state performance analysis results using the
newly generated component maps were compared with them performed by the Estimated
Engine Performance Program deck provided by the engine manufacturer. The perfor-
mance results using the identified maps were also compared with them using the tradi-
tional scaling method. In this investigation, it was found that the newly proposed map
generation method would be more effective than the traditional scaling method and the
methods explained above. �DOI: 10.1115/1.2436561�

Introduction
Generally, it must be agreed that not only will performance

simulation of the gas turbine reduce the risk as well as the cost at
the engine development phase but will also monitor the engine
health for optimal maintenance in the operation phase.

The purpose of performance simulation is to estimate precisely
the engine performance at various operational conditions using
each component performance characteristic and thermodynamic
relationship. Therefore, the correct engine performance simulation
should satisfy the constraint that “each component’s performance
of the engine should follow its component’s performance map.” In
other words, it is a very important condition for performance
simulation that component maps to express precisely their charac-
teristics should be obtained.

Generally, in order to simulate performance similar to a real
engine, major component maps should be used through their com-
ponent rig tests. However, component maps of most commercial
engines are not released even to the purchaser because those are

treated by the manufacturer’s important propriety. Therefore most
research engineers, who are studying the performance simulation
of the gas turbine, use the scaled maps based on the design point
from the known and limited component maps. But the scaling
method is only available if it may use very similar maps to the
real engine. If similar maps were not used to simulate the engine,
the simulated performance may be very different from the real
engine performance at off-design conditions.

In order to overcome the above mentioned difficulties, Kong
and Ki �1� proposed a map generation method called the system
identification method using partially given operation performance
data from the engine manufacturer, and they could improve the
traditional scaling methods by multiplying the scaling factors at
design point to off-design point data of the original performance
maps. However this technique has a limitation on generation of
component maps for the engine performance simulation at various
operational conditions. In addition to this, recently Kong et al.
proposed a new map generation method obtained by applying ge-
netic algorithms to some random test data, and therefore he had
showed a possibility of composing the component maps from
some random performance data �2�.

When the engine customer purchases the engine, most engine
makers provide a performance deck which can calculate only the
engine performance output with input data but cannot see the

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received June
10, 2006; final manuscript received July 24, 2006. Review conducted by Dilip R.
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Barcelona, Spain, May 8–11, 2006. Paper No. GT2006-90975.
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context of the program. In such cases, because sufficient perfor-
mance data cannot be obtained if the performance deck would
only be used, the user must develop a performance simulation
program. Therefore, a component map generation method, which
may identify a component map conversely from a performance
deck provided by the engine manufacturer, is proposed in this
study. Because this method can generate the component maps
with engine manufacturer’s partial performance data, maps similar
to real engine maps may be obtained.

As a demonstration example for this study, the PW206C turbo
shaft engine for the tilt rotor type Smart unmanned aerial vehicle
�UAV� which has been developed by Korea Aerospace Research
Institute �KARI� was used, and genetic algorithms �GAS� were
used for identification of the component maps. Because each com-
ponent’s efficiency might not be found from analysis results of the
performance deck, it was assumed by the proper value obtained
from similar engine component data.

In order to evaluate the newly proposed map generation tech-
nique, the engine performance analysis results using the compo-
nent maps obtained from the present method were compared with
the analysis results using the traditional scaling method. As the
engine performance analysis tool for evaluation of the proposed
method, the commercial engine performance program GASTURB
9.0 was utilized �3�.

Engine Specification
As previously mentioned, the PW206C turbo shaft engine is

used to demonstrate the newly proposed component map genera-
tion method, because it was selected as a power plant for the tilt
rotor type Smart UAV which has been developed by KARI. Its
performance deck was provided by the manufacturer PWC. Figure
1 shows a schematic layout of this engine.

It was constructed with the gas generator composed of single
stage centrifugal compressor, reverse flow annular type combus-
tion chamber, and single stage compressor turbine, and the power
section composed of single stage free power turbine, exhaust duct,
reduction gear box, and output drive shaft.

The System Integration Group of the Smart UAV Project Center
of KARI provided the operating flight range requirement for the
propulsion system �see Table 1�.

Table 2 shows the design performance data at maximum takeoff
condition, which was provided by the engine manufacturer �4�.

Compressor Map Generation Using Gas
The GA is an adaptive heuristic search algorithm based on the

evolutionary ideas of natural selection and genetics. As such it
represents an intelligent exploitation of a random search used to
solve optimization problems. Although the GA is randomized, it
exploits historical information to direct the search into a better
performance region within the search space. The basic technique
of the GA is designed to simulate a required process for evolution
in natural systems. In particular, the GA follows the principle of
“survival of the fittest,” which was first proposed by Charles Dar-
win. In other words, competition among individuals in scanty re-
source circumstances results in the survival of the fittest indi-
vidual dominating over the weaker ones.

The GA simulates the survival of the fittest among individuals
over consecutive generations for solving a problem. Each genera-
tion consists of a population of character strings that may be
analogous to the chromosome. Each individual represents a point
in a search space and a possible solution. The individuals in the
population are then made to go through a process of evolution.

The GA is based on an analogy with genetic structure and be-
havior of chromosomes within a population of individuals using
the following fundamental principles �5�:

1. Individuals in a population compete for resources and mates;
2. More successful individuals in each “competition” will pro-

duce more offspring than the poorly performing individual;
3. Genes, from “good” individuals propagate throughout the

population so that a good pair will produce better offspring
than their parents sometimes; and

4. Thus each successive generation will be suited more to its
environment.

In this study, the compressor map is identified from the perfor-
mance deck data using the genetic algorithms characteristics men-
tioned above. The characteristic map for the compressor can be
expressed as the related functions such as the engine rotational
speed, the pressure ratio, the mass flow function, and the isentro-
pic efficiency. The mass flow parameter and the pressure ratio for
constructing the component map can be calculated from the EEPP
deck of the PW206C turbo shaft engine, and these component
parameters can be corrected to the standard atmospheric condi-

Fig. 1 Engine schematic diagram of PW206C turbo shaft
engine

Table 1 Operating range of propulsion system required by
System Integration Group of Smart UAV of KARI

Gas generator �rpm� 65–100%
Altitude �ft� 0–15000
Flight mach no. 0–0.4

Table 2 Design performance data provided by engine
manufacturer

Variable Values

Atmospheric condition Sea level static
standard condition

Mass flow rate �lbm/s� 4.418
Fuel flow rate �lbm/s� 0.087
Compressor pressure ratio 7.912
Turbine inlet temperature �R� 2258
Shaft horse power �hp� 560.8
SFC �lbm/hp h� 0.556
Gas generator rotational
speed �100% rpm�

58900

Propeller rotational speed
�100% rpm�

6120

Journal of Engineering for Gas Turbines and Power APRIL 2007, Vol. 129 / 313

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tion. Here the mass flow function �MFPN� may become a function
of the pressure ratio �PR� and the rotational speed �N� as follows

MFPN = aPR3 + bPR2 + cPR + d �1�

Because the isentropic efficiency might not be found from analy-
sis results of the performance deck, it was assumed as the proper
value obtained from similar engine component data.

According to the proposed scheme in the present study, first the
known compressor map similar to the study map at each rotational
speed is scaled by the mass flow parameter, and the pressure ratio
at each observed rotational speed obtained from the performance
deck. The reason why the scaling is first performed with the
known map is because it is much faster to obtain the unknown
coefficients a, b, c, and d of Eq. �1� using the GAs through a
rough design of the compressor map.

In the next step, two point data among the roughly scaled map
and some data obtained from the performance deck are used as the
reference data for the object function of the GAs.

In the present study, a simple GA is applied to find the un-
known coefficients a, b, c, and d. After constructing n number of
data sets from Eq. �1� through calculation at various conditions,
the absolute value of the following object function is minimized

Objetfuc =
��

i=1

n

errori
2

n
�2�

where the “error” is defined as a percentage error about arbitrary
a, b, c, and d, respectively. In this study, three reference data sets
were used by function of the mass flow parameter and the com-
pressor pressure ratio.

In the GAs, individuals are considered at two levels such as the
phenotypic level and the genotypic level. An individual’s pheno-
type is its value in the domain over which the objective function is
defined, constituting a candidate setting for the decision variables
of the problem. On the other hand, an individual’s genotype is a
representation of its phenotype at a lower level, analogous to the
genetic sequences contained in biological chromosomes, which
the computer stores and the GA manipulates. The phenotype is
therefore encoded in the genotype, as a real encoding in this study.
The random initialization is applied to produce the initial popula-
tion, and in this study 1000 populations and four chromosomes
were used. Individuals are evaluated via the objective function
which defines the problem. The fitness of each individual is nor-
malized by using the scaling windows scheme. Selection, cross-
over, and mutation are used to obtain the genetic operator for
reproduction. Selection is the process of choosing individuals to
participate in the production of offspring proportionally to their
fitness. In this study, the gradient-like selection scheme is used,
and the modified simple crossover technique is used to crossover
operation. In mutation operation, the dynamic mutation method is
applied. The crossover rate and the mutation rate were 0.9 and 0.1
in this study, respectively �6�.

Figure 2 shows the calculation structure of the GAs applied to
the present study �6�.

Table 3 shows the reference data sets, which were obtained
from EEPP and the scaled maps, for the 100% compressor rota-
tional speed line.

Figure 3 and Table 4 shows that three mass flow parameter
�mfp� values obtained by the GAs were almost the same as the
reference data. Furthermore it shows that the absolute value of the
object function error is finally converged to 0.583.

In this calculation, it was assumed that the number of genera-
tion is 600, and the range of unknown coefficients is from −1200
to 1200. The coefficients a ,b ,c ,d were obtained at 70%, 80%,
90%, and 100% rpm, respectively, as shown in Table 5.

Therefore the compressor map generated is finally derived as
shown in Fig. 4.

Performance Analysis for Evaluation of the Generated
Map

In order to evaluate the proposed component map generation
scheme, steady-state performance analysis of the PW206C engine
was performed at various operational conditions such as rotational
speeds of the gas generator, altitudes, and flight Mach numbers
using the commercial performance program GASTURB 9.0.

In this analysis, there are two calculations such as the result
using the compressor map shown in Fig. 4 that is obtained from
the present study and the result using the map by the traditional
scaling method based on the design point performance data. These
two calculation results were compared with some performance
parameters such as mass flow rate, fuel flow rate, and shaft horse
power of the performance deck “EEPP.”

Because of the limited information by the performance deck,
the component map of NASAGV61 for the compressor turbine
and the map of NASAGV68 for the power turbine provided by the
GASTURB for the compressor turbine and the power turbine
were used by scaling �3�.

Figure 5 shows the performance analysis results with varying
gas generator rotational speed at sea level static condition.

According to performance analysis comparison results at each
rotational speed of the gas generator, when the scaled compressor
map provided by GASTURB is used, if the calculation point is far

Fig. 2 Flow chart of genetic algorithms applied to the present
study

Table 3 Reference data sets used for 100% compressor rota-
tional speed

Data set
No. mfp CPR Obtained from

1 4.42 7.912 EEPP
2 4.30 7.965 Scaled Map
3 5.06 4.234 Scaled Map
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away from the design point the error of the performance analysis
results increases. This shows that the well-known traditional scal-
ing method might be used very limitedly.

However the performance analysis results using the compressor
map generated by the present study are well agreed on with the
EEPP results at even far away off—design points from the design
point.

Figure 6 shows the performance analysis results with varying
altitude at 100% rpm and Mach number 0.

As shown in Fig. 6, the error of the performance analysis re-
sults using the scaled compressor map provided by GASTURB is
greatly reduced relatively to the part load performance analysis
results. The major reason for the error reduction might be that the
analysis was performed at a design point operation region such as
100% gas generator rpm and static flight condition with only al-
titude variation. However the performance analysis results using
the compressor map generated by the present study is much closer
to the EEPP results compared to those using the scaled compres-
sor map provided by GASTURB.

Figure 7 shows the performance analysis results with varying
flight Mach number at 100% rpm and 25,000 ft.

As shown in Fig. 7, both of the errors of the performance analy-
sis results using the scaled compressor map provided by GAS-
TURB and those using the compressor map generated by the
present study are increasing at off-design points such as far away
from the design point flight Mach number and altitude. However
it is confirmed that the proposed scheme for the compressor map
can reduce the error of the performance analysis results relatively
to the traditional scaling map.

In the above investigation, the performance analysis results us-
ing both maps generated by the traditional scaling scheme and the
newly proposed scheme in this study are the same as those of the
performance deck, EEPP at the design point such as the 100% gas
generator rpm and sea level static ISA condition. However when

Fig. 3 MFP value and convergence of object function in growth of genera-
tion

Table 4 Errors between reference data and GAs data

Data set
No.

Reference
�mfp�

Obtained
by GAs

Error
�%�

1 4.42 4.45 0.679
2 4.30 4.27 0.697
3 5.06 5.06 0
Objectfuc — — 0.583

Table 5 Unknown coefficients obtained by GAs

%RPM a b c d

60 −5.628 59.151 −205.21 240.498
70 −13.675 160.731 −626.19 815.302
80 −17.90 219.90 −895.80 1119.0
90 −15.00 187.60 −777.30 1077.40
100 −6.186 77.442 −322.41 454.25 Fig. 4 Compressor map generated by GAs and some data

from EEPP
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the performance analysis is performed at remove operation condi-
tions from the design point, in the case of use of the component
map by the traditional scaling method, the error of the perfor-
mance analysis results is greatly increased. On the other hand, if
in the case of use of the compressor map generated by the pro-
posed GAs scheme, the performance analysis results are closely
met with those by the performance deck, EEPP. In other words,
through this study, the availability of the proposed map generation
method using the GAs can be confirmed.

Conclusion
A component map generation method, which can identify the

component map conversely from performance calculation results
of the performance deck EEPP provided by engine manufacture
PWC, was proposed in this study.

The genetic algorithm was utilized to generate a compressor
component map which might be available for searching the opti-
mal target value from random space.

In order to obtain the precise component map, it is very impor-
tant to build the object function. More precise results need more
reference data, but this requires more time for calculation. More-
over because some data that can be taken from the performance
deck at each gas generator rotational speed are greatly limited,
additional reference data scaled from similar class engines were
used.

By comparing the performance analysis results using the com-
pressor map generated by the present study with those using the
scaled compressor map provided by GASTURB, it is found that
the component map obtained by the newly proposed present
method can reduce the error of the performance analysis results.

Fig. 5 Performance analysis results with varying gas genera-
tor rotational speed at sea level static standard atmospheric
condition

Fig. 6 Performance analysis results with varying altitude at
100% rpm and static standard atmospheric condition
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If the component maps for the compressor turbine and the
power turbine may be generated with the same scheme as the
compressor map presented in this study, the error of the perfor-
mance analysis results may be further reduced. Moreover because
the accuracy of the component map depends on available refer-
ence data, a criterion for selection of the useful reference data
must be additionally found in the near future.
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Nomenclature
CPR � compressor pressure ratio

EEPP � engine estimated performance program
GAs � genetic algorithms

N � percentage nondimensional rotational speed
Objectfun � object function of genetic algorithms

PR � pressure ratio
rpm � revolution per minute

UAV � unmanned aerial vehicle
a ,b ,c ,d, � unknown coefficients of a function

error � percentage error for unknown coefficient
mfp � mass flow parameter

n � number of data sets
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LES and RANS Investigations Into
Buoyancy-Affected Convection in
a Rotating Cavity With a Central
Axial Throughflow
The buoyancy-affected flow in rotating disk cavities, such as occurs in compressor disk
stacks, is known to be complex and difficult to predict. In the present work, large eddy
simulation (LES) and unsteady Reynolds-averaged Navier-Stokes (RANS) solutions are
compared to other workers’ measurements from an engine representative test rig. The
Smagorinsky-Lilly model was employed in the LES simulations, and the RNG k-� turbu-
lence model was used in the RANS modeling. Three test cases were investigated in a
range of Grashof number Gr=1.87 to 7.41�108 and buoyancy number Bo=1.65 to 11.5.
Consistent with experimental observation, strong unsteadiness was clearly observed in
the results of both models; however, the LES results exhibited a finer flow structure than
the RANS solution. The LES model also achieved significantly better agreement with
velocity and heat transfer measurements than the RANS model. Also, temperature con-
tours obtained from the LES results have a finer structure than the tangential velocity
contours. Based on the results obtained in this work, further application of LES to flows
of industrial complexity is recommended. �DOI: 10.1115/1.2364192�

1 Introduction
In order to achieve further improvements in turbomachinery

internal air system design and component temperature prediction,
an accurate knowledge of the flow and heat transfer behavior of
the system is essential. Computational fluid dynamics �CFD� is
now commonly used to support the design of many elements of
the internal air system, but the prediction of buoyancy-affected
flow in high-pressure compressor disk cavities has proven particu-
larly difficult. Recognizing the need for progress in this area, ex-
perimental and computational research studies of convection in
rotating cavities have been included in the European Union �EU�
sponsored ICAS-GT �internal cooling air systems for gas turbines�
and ICAS-GT2 research. Most of the work described here was
undertaken as part of the ICAS-GT2 research program and arose
from the recognition that LES methods may have distinct advan-
tages over RANS methods for this problem, which is known to
give rise to large scale unsteady flow structures. In LES the larger
turbulent eddies are simulated, with smaller �subgrid scale� eddies
being modeled. The subgrid scale modeling is dependent on the
mesh size and �unlike RANS models� is designed to allow devel-
opment of the larger resolved eddies that interact with the mean
flow.

A number of relevant experimental studies have been reported
using various experimental techniques, such as velocity measure-
ment, heat transfer, and/or flow visualization. The geometries con-
sidered in the experiments include simply enclosed rotating cavi-
ties �for example, �1��, the idealized plane disc with an axial
throughflow �2–4�, as well as geometries that are more represen-
tative of engines �5–9�. Typically, the cavity flows were found to
be highly three-dimensional �3D� and unsteady, with various flow
structures, such as “radial arms,” penetrating the cavities. Strong
dependency on rotational speed, axial throughflow strength, and

temperature gradients has also been identified. The disk heat
transfer regimes can be broadly divided into three regimes: buoy-
ancy dominated, axial throughflow dominated, and transitional.
Heat transfer correlations are often related to rotational Rayleigh
or Grashof numbers, through analogy to results for free convec-
tion in gravitational fields. Dependencies on Reynolds number
and Rossby number �Ro=W /a� where W is the axial throughflow
bulk velocity and a� is the disk speed at the inner radius� have
also been identified. In accordance with mixed convection under
gravity, different regimes have been associated with different
ranges of a buoyancy number �Bo=Ro/ ���T�0.5, where �T is the
driving temperature difference and � is the coefficient of thermal
expansion�. The experimental correlations are inevitably based on
particular geometries and consequently often display significant
scatter. In these difficult experiments, measurement uncertainty
can also be significant.

A number of numerical simulations have also been reported.
For low rotational Grashof number convection in a sealed cavity
with different uniform disk temperatures, Chew �10� found that an
axisymmetric, steady, laminar flow model gave good agreement
with heat transfer measurements. Bohn et al. �11,12� reported that
laminar steady models gave “quite good” agreement with mea-
surements for axially heated sealed rotating cavities at higher
Grashof number, and also noted the tendency of the flow to be-
come unsteady with radial heating. It is now widely accepted that
negative radial density gradients cause flow unsteadiness analo-
gous to Rayleigh-Benard convection under gravity. Long and
Tucker �13� obtained laminar unsteady CFD solutions for a heated
cavity with axial throughflow and claimed reasonable accord with
an earlier experimental correlation for disk surface heat transfer.
However, limitations of the laminar model were also recognized.
Iacovides and Chew �14� applied a steady, axisymmetric RANS
model to the high Rossby number “throughflow-dominated” re-
gime and concluded that the calculated disk heat transfer was
comparable to measured data, but firm conclusions could not be
drawn due to experimental and modeling uncertainties. Other
studies �for example, �15,16�� have been reported using conven-
tional k-� turbulence models in unsteady 3D simulations, but the
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information available in the open literature is limited. Wong’s
comparisons �16� with heat transfer measurements gave mixed
results. In a recent publication, King et al. �17� applied a two-
dimensional, unsteady, laminar CFD model to Rayleigh-Benard
convection in a sealed cavity. The calculated heat transfer was
higher than Bohn et al.’s �1� experimental correlation.

As a precursor to the present work, Sun et al. �18� studied high
Rayleigh number free convection under gravity in a stationary
cube and under centripetal force in a rotating cavity. Somewhat
surprisingly, laminar, unsteady three-dimensional CFD models
were found to give excellent agreement with accepted empirical
correlations for the stationary cube, and with Bohn et al.’s sealed
rotating cavity results. Large-scale flow structures were found at
all conditions considered. Although the solutions showed turbu-
lent characteristics, the smallest �Kolmogorov� turbulent length
scales were not fully resolved, indicating that these calculations
could be classed as large eddy simulations with the numerical
viscosity contributing to turbulence energy dissipation. As the
laminar unsteady/LES model would be unlikely to be suitable for
modeling cavities with a central axial throughflow, the
Smagorinsky-Lilly model was used in the present LES study. The
results obtained are compared to both experimental data and with
RANS solutions. The configuration studied experimentally by
Long et al. �19� was selected for this study, as it was considered to
be reasonably representative of engine operating conditions, and
shroud heat transfer and cavity velocity measurements were avail-
able. As far as the authors are aware, this is the first application of
LES to the problem of buoyancy affected rotating cavity flow with
axial throughflow.

2 Model Definition

2.1 Geometry and Meshing. The geometry considered in
this work is based on the rig described by Long et al. �19�. A
detailed description of the test rig and experiments performed can
be found in the thesis by Alexiou �20�. This test rig included a
stack of model compressor disks forming four rotating cavities.
The third cavity was selected for detailed investigation and is
illustrated schematically in Fig. 1. The ratio of the inner and outer
radii is a /b=0.319. The gap ratio between the cavity width s and
the outer radius b of the cavity is G=s /b=0.195. A stationary
shaft, radius rs=0.886a formed the inboard flow boundary. During
the experiments, the disks and connecting cavity shroud were ro-
tated at a constant speed, and heating was applied to the outer
surface of the rotor.

The computational meshes were generated in GAMBIT �21� by
first defining a 2D mesh in the plane of Fig. 1 and then extruding
this circumferentially. Following Sun et al. �18�, sector models
were generated instead of a full 360 deg cavity to reduce comput-
ing requirements. Three sector models, with arc lengths of 45, 90,
and 120 deg, as well as a full 360 deg model were generated. The
mesh sizes for these models were constructed from 1.36, 3.24,

4.07, and 12.2 million hexahedral cells, respectively. Mesh spac-
ing was such that the value of the mean dimensionless near-wall
distance �y+� was 0.6–1.0 in the LES calculations. The number of
mesh cells in the wall boundary is typically 20. The expansion
ratio of the boundary mesh cells is 1.1. Such a mesh resolution
may be regarded as adequate from a general consideration of LES
practice. Supporting evidence is also given by the mesh indepen-
dence investigation conducted in the authors’ previous study �18�
for high Rayleigh number free convection under gravity in a sta-
tionary cube and under centripetal force in a rotating cavity, al-
though mesh independence has not been demonstrated in the
present investigation. A sectional view of the 120 deg mesh,
which has 250 equally spaced points in the circumferential direc-
tion, is shown in Fig. 2.

2.2 Boundary Conditions and CFD Modeling. The FLUENT

CFD code version 6.1 �22� was used in all the calculations pre-
sented here. The domain boundary was divided into rotating sur-
faces, stationary surfaces, inlet, and exit and circumferentially pe-
riodic sections, and appropriate conditions were imposed. The
inlet mass flow rate and the outlet static pressure were defined in
accordance with experimental data. In FLUENT LES computations,
the stochastic velocity components of the inflow are accounted for
by superposing random perturbations on individual velocity com-
ponents, which are obtained in terms of the assigned turbulence
intensity, mean flow velocity, and the Gaussian random function.
In recognition of the strong mixing effects between the central
axial throughflow and swirl flow in the upstream cavities, the inlet
turbulence intensity was set to 20%. For two LES cases discussed
later �tests 33 and 34�, the inlet mean swirl velocity was specified
from the tangential velocity profile at outlet obtained from a
steady, axisymmetric RANS simulation of an annular pipe flow
with similar geometry. For a third case �test 50�, the preswirl was
simply defined consistent with “solid-body” rotation at rotor
speed, as this was thought to be a fair approximation to the steady
RANS solution. No-slip conditions were imposed on all solid
boundaries. Rotor temperatures were specified from interpolation
of thermocouple measurements for the corresponding experiment,
and the shaft was assumed to be adiabatic.

The LES models used the classic Smagorinsky-Lilly subgrid
scale model �23,24�. It is generally thought that the model param-
eter Cs needs to be tuned from case to case. According to Sagaut
�25�, the model constant Cs represents a relationship between the
mixing length associated with the subgrid scales and filtering cut-
off length and may vary from 0.10 to 0.33. The theoretical value
of Cs is 0.18 for isotropic, homogeneous turbulence. For the iner-
tial subrange of an isotropic, homogeneous turbulence, Lilly �24�
further derived a value of 0.23 for the constant Cs. Therefore, the
constant Cs=0.23 was adopted after some initial experimentation.
In the near-wall regions, the FLUENT LES model is reported to
assume linear profiles when y+ values are small �as is the case

Fig. 1 Schematic illustration of the rotating cavity Fig. 2 Sectional view of the 120 deg mesh
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here�.
To compare to the LES simulations, a RANS calculation using

the same mesh was also conducted. The RANS turbulence model
employed in this calculation was a two-layer RNG k-� /k-l model
�26,22�. This model is appropriate for the fine near-wall mesh
spacing used here and had been found to perform similarly to
other two-equation RANS models for this class of flow.

An implicit pressure correction solution algorithm was em-
ployed, with second-order temporal and spatial discretization for
both the LES and RANS solutions. Central spatial differencing
was used for the LES calculations, and upstream differencing for
the RANS calculations. The time step was set to 1.0 ms �corre-
sponding, for example, to 0.02 times the revolution time �2� /��
for test 33�. Solutions were obtained in the frame of reference
rotating with the rotor; thus, relative velocities were smaller than
they would have been in the absolute frame. Unsteady simulations
were started from “part-converged” steady-state RANS solutions.

2.3 Flow Conditions. The three experimental test cases con-
sidered, tests 33, 34, and 50, are summarized in Table 1, with
appropriate nondimensional parameters. The test cases were se-
lected to cover most of the experimental range for the Buoyancy
number with the rotational speeds being relatively low to mini-
mize the mesh resolution requirements. The shroud Grashof num-
ber in Table 1 is defined as Gr=�2��Tb�s /2�3 /�2, where �T is
the shroud to inlet air temperature difference, and � denotes kine-
matic viscosity. The Rossby number Ro and the buoyancy number
Bo are as previously defined. Axial and rotational Reynolds num-
bers �Rez=Wl /�, and Re�=�b2 /�, where l is the inlet hydraulic
diameter� are also given for reference. Note that in the test 50
calculations, the operating pressure was set to a higher value in
the CFD than in the corresponding experiment, resulting in Gr
=2.92�108 and Bo=9.21, whereas Rez=1.53�105 remained un-
changed. Based on the results of other work and experimental
evidence in this parameter range, it is judged that the higher op-
erating pressure should not radically affect the Shroud Nusselt
number predictions.

With regard to the computation speed, typically for a 120 deg
model with a mesh of 4�106 cells, each time step takes �4 min
in CPU time when performed on a PC cluster with 20 2 GHz
processors using low latency Myrinet networking. More powerful
PC clusters and supercomputers will shorten the computation
time.

3 Results
LES results are presented first, in the following three subsec-

tions. RANS and LES models are then compared in the section
“Comparison of LES and RANS Models.”

3.1 Shroud Heat Transfer. In the experimental investigation,
heat fluxes were estimated from thermocouple measurements at
the midaxial position on the shroud. Shroud heat transfer was
therefore selected for initial evaluation and comparison of results.
Figure 3 shows a time history for the calculated circumferentially
averaged midshroud heat flux. This is typical of the LES results.
Considerable variations occur even after circumferential averag-
ing, and this indicates the presence of large-scale rotating struc-

tures in the flow. �Henceforth, the term average is used to refer to
a circumferential average.� Note that the shroud Nusselt number
used here is defined as

Nu =
q�s/2�
k�T

�1�

where q is shroud heat flux.
Sensitivity to the angular extent of sector used in the model was

examined for test 33, and results are shown in Fig. 4, which also
presented the corresponding experimental data. The CFD results
in Fig. 4 �and elsewhere when time-mean values are presented�
are obtained from time averages of the monitored circumferen-
tially averaged shroud heat flux data, typically based on 5000 time
steps in the later part of the simulation, for which the time mean
value had stabilized. �Henceforth, the term mean is used to denote
the time average of the circumferential average monitors�. For
convection in a sealed rotating cavity, Sun et al. �18� showed that
there was little difference in computed mean heat transfer between
45 deg sector and full 360 deg models. In the present results,
some sensitivity is apparent, although there is little change in
results obtained using the 120 and 360 deg models. The trend can
be explained by the fact that the periodic conditions limit the
appearance of larger flow structures, consequently reducing the
heat transfer on the shroud. All further calculations reported here
were conducted using the 120 deg sector model.

Underprediction of the shroud heat transfer is obvious in Fig. 4.
Further comparisons are shown in Figs. 5 and 6. The experimental

Table 1 Three test cases investigated in the study

Test case Rez Re� Ro Gr Bo

33 4.41�104 1.04�106 1.46 2.32�108 3.0
34 4.35�104 1.99�106 0.75 7.41�108 1.65
50 1.53�105 1.03�106 5.05 1.87�108 11.5
50* �CFD� 1.53�105 1.29�106 4.04 2.92�108 9.21

Fig. 3 Time history of shroud Nusselt number, LES, test 34,
120 deg model, Gr=7.41Ã108, Bo=1.65

Fig. 4 Shroud mean Nusselt number for test 33 with sector
and full annulus models, Gr=2.32Ã108, Bo=3.0
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data presented in these figures and the choice of parameters are
from Long and Tucker �7� and Long et al. �19�. In Ref. �19�,
accuracy of the shroud heat transfer results is estimated as ap-
proximately ±1% to ±6%, based on uncertainty in measured sur-
face temperatures of ±0.2 K. For test 50, the displacement be-
tween the test and CFD 50* on the abscissae is due to a higher
value of pressure used in the calculations, as explained above.
Noting the experimental trends of shroud Nusselt number at these
Grashof and buoyancy numbers, this is unlikely to have a serious
effect on the conclusions drawn here. Tests 33 and 34 are at rela-
tively low buoyancy numbers. Test 50 is at a higher buoyancy
number, where the axial throughflow is relatively stronger. The
difference in heat transfer between the LES calculations and the
measurements is between −25% and 6%. For tests 33 and 34, LES
underpredicts the heat transfer, whereas for test 50 the difference
may well be within experimental uncertainty. Experimental trends
are followed by the model predictions reasonably well, as far as
can be deduced from this limited number of tests. Also, consider-
ing that these results may be sensitive to the near-wall LES mod-
eling and the assumed boundary conditions, the degree of agree-
ment achieved is considered encouraging.

3.2 Mean Velocity and Turbulence Characteristics. Experi-
mental velocity measurements from this test rig have been re-
ported by Alexiou �27�. These show that the mean flow is almost
in “solid-body” rotation in the outer part of the cavity when buoy-
ancy number is small. This behavior is captured in the present
LES calculations for tests 33 and 34, as shown in Fig. 7. Here, the
time mean and circumferentially averaged relative tangential ve-
locity at the midaxial position divided by the disk speed is plotted

against nondimensional radial position. A direct comparison of the
tangential velocity profile with measurement for the test case test
50, for which Bo=11.5, is also given in this figure. It can be seen
that the LES predictions are in good agreement with the measured
data.

As previously noted, the predicted flow and heat transfer is
essentially three-dimensional and unsteady, as observed in experi-
ment. Although the existence of large-scale unsteady structures is
widely accepted, the degree of turbulence that is present is less
well established. Indeed, it has been hypothesized that regions of
laminar flow may occur. Monitoring point histories of temperature
and relative tangential velocity at the domain central point �CP�
are shown in Figs. 8 and 9. Corresponding normalized turbulence
energy spectra are shown in Figs. 10 and 11. The data shown are
for test 34. Figures 10 and 11 include a −5/3 trend line to allow
comparison to the expected trend for isotropic turbulence in the
inertial subrange as observed in many experiments �see, for ex-
ample, �28��. Clear irregular fluctuations can be seen in Figs. 8
and 9. The corresponding spectra in Figs. 10 and 11 show that the
resolved turbulence energy spectra have regions where the slope is
−5/3. Qualitatively, the spectra have the expected properties with

Fig. 5 Comparison of shroud mean Nusselt number between
CFD and experiment, Nu versus Gr

Fig. 6 Comparison of shroud mean heat transfer between CFD
and experiment, Nu versus Bo

Fig. 7 Comparison of mean relative tangential velocity pro-
files on the midaxial plane

Fig. 8 Time history of temperature at the central point, LES,
test 34, 120 deg model, Gr=7.41Ã108, Bo=1.65
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foreshortening of the −5/3 region at high frequencies due to dis-
sipation associated with the sub-grid-scale turbulent viscosity and
�possibly� numerical diffusion.

3.3 Flow Structures. Large-scale flow structures are revealed
by instantaneous, midaxial contour plots of static temperature �T
−Tin� /�T, relative tangential velocity Vt_rel /r� and radial veloc- ity Vr /b� in Figs. 12–14. The colder central throughflow can

clearly be seen in Fig. 12. It may also be observed that hot and
cold radial “arms” or “plumes” penetrate the cavity. Test 34, with
the highest Grashof number and lowest buoyancy number, shows
the strongest cold plume emanating from the throughflow jet. The
flow structures for this case are possibly less ordered than at lower
Grashof number. CFD 50*, corresponding to Test 50, with the
highest buoyancy number, exhibits the sharpest definition of the
jet boundary and has a generally cooler core flow within the
cavity.

The instantaneous velocity contours in Figs. 13 and 14 show
larger flow structures compared to those from the instantaneous
temperature contours in Fig. 12. King et al. �17� noted even more
pronounced differences between velocity and temperature con-
tours in some of their 2D laminar-sealed cavity simulations, and

Fig. 9 Time history of relative tangential velocity at the do-
main central point, LES, test 34, 120 deg model, Gr=7.41Ã108,
Bo=1.65

Fig. 10 Temperature fluctuation spectrum at the domain cen-
tral point, LES, test 34, 120 deg model, Gr=7.41Ã108, Bo
=1.65

Fig. 11 Relative tangential velocity spectrum at the domain
central point, LES, test 34, 120 deg model, Gr=7.41Ã108, Bo
=1.65

Fig. 12 Instantaneous temperature contours on the midaxial
plane

Fig. 13 Instantaneous relative tangential velocity contours on
the midaxial plane
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attributed this to vacillation of the flow structure. Examination of
transient behavior does confirm that the flow structure is continu-
ally changing.

3.4 Comparison of LES and RANS Models. For compari-
son to the LES results, an unsteady RANS calculation for test 50
was conducted using the RNG k-� model with the 120 deg sector
model and same mesh as for the LES calculation. As shown in
Fig. 15, it was found that the RANS calculation gave much poorer
predictions in terms of shroud heat transfer and tangential velocity
profiles. The amplitude of shroud heat transfer fluctuations is also
weaker in the RANS calculation. A further RANS calculation,
using a coarser, 2�106 cell mesh for the full 360 deg domain,
also gave similar results.

Comparison of the RANS prediction of turbulence viscosity to
the LES sub-grid-scale turbulence viscosity at the cavity midaxial
position shows the former to be around two orders of magnitude
larger, as might be expected. This, of course, affects the mean
flow field and its fluctuations, as confirmed by the center point
tangential velocity results in Fig. 16. At first sight, the normalized
turbulence energy spectra from the two calculations are perhaps
surprisingly similar. Note, however, that it is difficult to identify
clear trends from these data; longer simulation times are really
required to reduce the statistical scatter and aliasing. This does of
course raise interesting questions regarding the relationship be-
tween unsteady RANS calculations and LES as often practiced. In
this case, the basic instability of a rotating flow with a negative
radial density gradient makes some unsteadiness in the RANS
solution inevitable, and the energy contained in large-scale fluc-
tuations, must presumably be convected away or dissipated. The
subgrid turbulence time scale in the LES calculation is given by
Lsgs

2 /�sgs, where Lsgs and �sgs denote the subgrid length and the
subgrid turbulence kinematic viscosity, respectively. The subgrid
turbulence time scale is of order 10 ms at the cavity center point,
which is consistent with dissipation of turbulence energy �and
departure from the −5/3 slope in Fig. 16� for frequencies greater
than 100 Hz. The turbulence time scale for the RANS solution at
the cavity center is �3 ms. This corresponds to a frequency of
�300 Hz, and, compared to the LES result, gives a less convinc-
ing representation of the large scale turbulence.

Differences between large-scale flow structures presented in the
LES and RANS results are more obvious in the instantaneous,
midaxial plane temperature and velocity contours. For the RANS

calculations, these are given in Fig. 17, which should be compared
to Figs. 12–14. In the case of the RANS results, the structures
appear sharper and better defined.

4 Conclusions
Large eddy simulations of flow and heat transfer in a heated

rotating cavity with a central axial throughflow have been ob-
tained and compared to the available experimental data and un-
steady RANS model calculations. The results of the LES models
are very encouraging in that they were clearly in better agreement
with the measured data than those obtained using a k-	 model. In
the LES study, shroud heat transfer predictions were within 25%
of measurements, and good agreement with tangential velocity
measurements was demonstrated. However, the LES calculations
are computationally demanding, to the extent that the present in-
vestigation was limited to just three experimental conditions. Fur-
ther work is recommended, including investigation of more ex-
perimental conditions and careful consideration of the near-wall
LES modeling and interaction of the flow in the central jet with
the main cavity flow. As recent calculations on the UK national
HPCx computing facility show, the capability for LES calcula-
tions is advancing rapidly and further development and applica-
tion of LES for this class of problem is to be expected.

Both LES and RANS models reveal large-scale flow structures.
These are better defined for the RANS calculations, and there is a
higher level of fluctuation in the LES. Temperature contours from
the LES results show a finer structure than the corresponding ve-
locity contours. For both RANS and LES models, results from a
120 deg sector model gave very similar mean flow quantities to
those obtained from a full 360 deg model. For smaller sector arc
lengths, the suppression of the larger structures by the periodic
boundary condition does affect the mean flow and heat transfer.

Fig. 14 Instantaneous radial velocity contours on the midaxial
plane

Fig. 15 Comparison of flow and heat transfer between LES,
RANS, and measurement
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From a more general point of view, it may be observed that the
current study adds to the growing evidence that LES can be of use
in flows of industrial complexity and offer advantages in terms of
accuracy over unsteady RANS models. A review of progress in
this area is beyond the scope of this paper, but examples may be
found in the open literature. Further turbomachinery applications
of LES are given by Viswanathan and Tafti �29�, who illustrate
LES applications for turbine blade internal cooling, and Sarkar
and Voke �30�, who show LES calculations for flow over a low-
pressure turbine blade.
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Nomenclature
a 
 inner radius of cavity
b 
 outer radius of cavity

Bo 
 buoyancy number =Ro/ ���T�0.5

Cp 
 specific heat at constant pressure
G 
 gap ratio of cavity=s /b

Gr 
 shroud Grashof number=�2��Tb�s /2�3 /�2

l 
 hydraulic diameter of annular inlet
Nu 
 shroud Nusselt number=q�s /2� /��T

Pr 
 Prandtl number=�Cp /�
q 
 shroud heat flux
r 
 radius

rs 
 shaft radius
Ra 
 Rayleigh number
Pr Gr

Rez 
 axial through flow Reynolds number
Wl /�
Re� 
 rotational Reynolds number
�b2 /�
Ro 
 Rossby number
W /a�

s 
 cavity width
T 
 temperature

Tin 
 cooling air temperature at inlet
Tsh 
 shroud wall temperature
W 
 bulk velocity
y+ 
 normalized wall distance
u�y/�

Greek Symbols
� 
 coefficient of thermal expansion

�T 
 temperature difference between shroud and
cooling air

� 
 thermal conductivity
� 
 dynamic viscosity
� 
 kinematic viscosity
� /
 
 density
� 
 stress tensor or wall friction stress

� 
 angular velocity of rotor
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Characterization of Porous
Carbon Foam as a Material
for Compact Recuperators
Experiments are presented to quantify the convective heat transfer and hydrodynamic
loss that is obtained by forcing water through blocks of porous carbon foam (PCF)
heated from one side. The experiments were conducted in a small-scale water tunnel
instrumented to measure the pressure drop and temperature rise of the water passing
through the blocks and the base temperature and heat flux into the foam block. In com-
parison to similar porosity aluminum foam, the present results indicate that the pressure
drop across the porous carbon foam is higher due to the large hydrodynamic loss asso-
ciated with the cell windows connecting the pores, but the heat transfer performance
suggests that there may be a significant advantage to using PCF over aluminum foam for
extended surface convection elements in recuperators and electronic cooling
devices. �DOI: 10.1115/1.2436562�

Introduction
Cast or foamed materials, such as porous carbon foam, typi-

cally have an open, interconnected void structure that enables
fluid exposure to internal surface area and, thus, the potential for
significant convective heat transfer. Therefore, such materials
have the potential for wide application in energy exchange and
heat recovery. Porous carbon foam �PCF� is produced by a process
of foaming, carbonization, and subsequent graphitization of a
carbon-based precursor material. PCF has a high effective �stag-
nant� conductivity �40–160 W/m K� �1� due to the high material
conductivity of the graphitized carbon material �800–1900
W/m K�. In comparison, similar porosity aluminum foams have
effective conductivities of 2–26 W/m K, resulting from material
conductivities of 140–237 W/m K �for various aluminum alloys�
�2�. The high conductivity of the graphitized solid enables PCF to
readily entrain heat into the solid structure of the foam to be swept
away by passing fluid. Another significant advantage of PCF over
aluminum or other metal foams is the high internal surface area
that results from the foaming process. The internal surface area,
which can be as high as 5000–50,000 m2/m3, serves to reduce
the convective resistance thereby fostering energy exchange at the
pore level. It is this combination of high material conductivity and
high internal surface area that makes PCF attractive as a heat
transfer material for both single and multiphase applications.

Although data is available quantifying the convective heat
transfer in open cell metal foams �see, for example, �3–5��, there
is relatively little information available on the fundamental char-
acterization of porous carbon foam. Gallego and Klett �6� pro-
vided some of the first data on the pressure drop and heat transfer
for PCF. Their study provides estimates of the influence of con-
figuration on the heat transfer and pressure drop, but not enough
detail was provided to assess the influence of porosity, pore diam-
eter, and Reynolds number. Yu et al. �7� proposed a sphere-
centered unit-cube geometry model to characterize the internal
structure of PCF. The unit-cube model provides expressions for
the internal and external surface area, and the effective �or stag-

nant� conductivity as a function of the porosity and the void di-
ameter. Straatman et al. �8� recently considered the convective
enhancement obtained by bonding a layer of PCF to a metal sub-
strate and subjecting the layer to parallel airflow. Convective en-
hancements of 30–10% over that obtained from the flat plate
alone were observed over the range of Reynolds numbers
150,000–500,000. The enhancements in this case were due to
natural infiltration of air into the foam resulting in exposure to the
internal surface area of the foam. For cases where the air is forced
directly into the foam, the surface area exposure is much higher,
and thus, convective heat transfer enhancement is expected to be
much more significant.

The purpose of the present work is to further explore the heat
transfer and pressure drop obtained when passing fluid through
the internal structure of PCF. The motivation for this work is to
develop expressions describing the pressure drop and pore-level
heat transfer such that PCF can be considered in design applica-
tions such as recuperators and electronic heat sinks. Experiments
are described that establish the flow and convective heat transfer
obtained by forcing water through PCF specimens of different
porosity and pore diameter. Results are presented to show the
hydrodynamic and thermal performance of the PCF specimens,
and a formulation is presented that produces universal results for
the Nusselt number. The present results are also compared to simi-
lar results for aluminum foams. Though experiments using a gas
would be more directly relevant for recuperator applications, the
present experiments still effectively show the difference in ther-
mal and hydraulic performance of available PCFs.

Carbon Foam Specimens
Three different PCF specimens have been considered in the

present work. The geometric properties and effective thermal con-
ductivities of the specimens are summarized in Table 1. Scanning
electron microscope �SEM� images of the foam specimens are
given in Fig. 1. On the basis of the large pore diameter and high
effective conductivity, the tabulated data indicates that the
POCOTM foam has the best combination of properties for convec-
tive heat transfer. Conversely, the 218-3 foam appears to have the
poorest combination of geometric and thermal properties. The im-
ages in Fig. 1 indicate that there are also significant differences
between the foams in terms of the size of the cell windows con-
necting the pores. The cell windows provide the interconnectivity

Contributed by the International Gas Turbine Institute of ASME for publication in
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12, 2006; final manuscript received June 28, 2006. Review conducted by Lee Lang-
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between the voids and thus afford access to the internal surface
area of the foam. From the point of view of heat transfer, it is best
to have small cell windows to maximize the internal surface area
available for convection. However, from the point of view of flow
into the foam, small cell windows will lead to much higher pres-
sure drops due to the hydrodynamic loss associated with rapid
contraction/expansion through the cell windows. Thus, the most
open foam will undoubtedly yield the lowest pressure drop; how-
ever, it may not necessary yield the highest convective heat trans-
fer because of the lower internal surface area. Something the SEM
images do not show, because of the high magnification, is the
small porosity gradient that can occur in the foaming process. The
gradient is due to gravity and is typically only in the foaming
�vertical� direction; however, the images in Fig. 1 clearly show
lateral nonuniformity, particularly in the 219-3 foam. For the
present experiments, test specimens were machined such that the
�gravity� gradient was aligned with the vertical coordinate of the
channel. Samples of foam were cut such that the nominal plan
dimensions were 50�50 mm, and the nominal thickness was
6 mm, to minimize gradient effects. Approximately 0.2 mm was
added to each nominal dimension so that the foam specimens
could be pressed into the test section to avoid fluid bypass.

Experiments
Experiments have been conducted in a small-scale test rig to

measure the heat transfer and pressure drop obtained by passing
water through specimens of PCF. The test setup, shown in Fig. 2,
consists of a channel with a water inlet and outlet, a heating ele-
ment, and instrumentation to measure the flow rate, the heat input,
the fluid pressure drop and temperature across the foam specimen
�from position 1 to 2�, and the base temperature of the heating
element. The flow channel was 50 mm wide by 6 mm high. Foam
specimens, described in the previous section, were pressed into
the test section of the channel. As shown in Fig. 2, the upper 50
�50 mm surface of the foam was pressed against the heating

element and the lower surface was pressed against a phenolic
composite wall, which was insulated to avoid heat loss. As such,
the foam specimens represent 50�50 mm cross section extended
surfaces heated from one side.

The specimens were subjected to a range of water flow rates
and power densities to quantify variations of pressure drop and
heat transfer on the foam structure, characterized by porosity �
and void diameter Dp. For each foam specimen, tests were ini-
tially run without heating to establish the pressure drop as a func-
tion of flow for ambient �cold� conditions. The pressures were
monitored very carefully to ensure that the reported results were
for steady-state conditions. The tests were then repeated for sev-
eral power densities to establish the heat transfer under different
flow conditions.

Results and Discussion
The pressure data are used to obtain permeability and form drag

coefficients so that the classical Darcy-Forchheimer law for po-
rous media can be used to describe pressure losses

�P

L
=

�

K
v +

cf

�K
�v2 �1�

Here, �P is the pressure drop across the foam specimen, L is the
length of the specimen along the flow direction �50 mm in the
present work�, v is the filter �or average channel� velocity, and K
and cf are the permeability and Forchheimer �form drag� coeffi-
cient. The permeability and form drag coefficients are evaluated
simultaneously by considering the whole flow range at the tested
conditions.

Results for the pressure drop as a function of v are shown in
Fig. 3 for the three foam specimens considered. Figure 3 shows
measured pressure drops in symbolic form and curves generated
using Eq. �1� with the permeability and form drag coefficients
established and shown in Table 2. It is clear from Fig. 3 and Table
2 that the permeability and, thus, the pressure drop is very differ-
ent for the three specimens tested, with the 219-3 foam having the
highest fluid pressure drop and POCO having the lowest. As sug-
gested in the previous section, the pressure drop is strongly af-
fected by the pore diameter and perhaps more importantly, the size
of the cell windows connecting the pores, due to the hydrody-
namic loss associated with the sudden contraction/expansion. Al-

Table 1 Summary of properties for the carbon foam speci-
mens tested

Specimen
Porosity

�%�

Average void
diameter

��m�
�a

�m2/m3�
keff

�W/m K�

219-3 86 350 6850 72
218-3 88 400 5640 61
POCOTM 82 500 5240 120

aAs obtained from the unit-cube geometry model �7�.

Fig. 1 Scanning electron microscope images of the porous
carbon foam specimens tested

Fig. 2 Schematic of experimental setup showing the position
and orientation of the carbon foam, the fluid inlet and outlet,
and the heat input

Fig. 3 Plot showing the pressure drop as a function of Rey-
nolds number for the three foam specimens considered. The
symbols are measured data and the curves are generated from
Eq. „1…, with the values of permeability and form drag summa-
rized in Table 2.
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though the results show the expected trend, it is difficult based on
the present result to assess the impact of pore diameter and cell
window size separately.

The results for pressure drop can be compared, in terms of
permeability, to similar results obtained for aluminum foams.
Boomsma and Poulikakos �4� evaluated the permeability of 6101
aluminum alloy foams with and without compression. The uncom-
pressed foam had porosities in the range of 92–93% and internal
surface areas of 820–2700 m2/m3, whereas the compressed
foams had porosities in the range of 66–88% and internal areas
two to four times higher than those noted above. In comparison to
the POCO foam, which has the lowest pressure drop among the
foams tested herein, similar-porosity 6101 compressed aluminum
foam has a permeability approximately three times higher, indi-
cating that it is much easier to pass a fluid through the aluminum
foam. This is largely due to the difference between the internal
structures of the aluminum and PCF foams. The aluminum foam
is comprised of thin fused strands and large open cell windows,
but relatively little internal surface area. The PCF is comprised of
spherical voids and small�er� cell windows, but a larger amount of
internal surface area. Since the low permeability of the current
PCF is due to the large hydraulic loss associated with the cell
windows that link the spherical voids, it is of interest to modify
the foaming process for PCF to provide larger and smoother cell
windows to lower the hydraulic loss.

Heat transfer results were obtained by considering several dif-
ferent heat inputs for a particular fixed flow rate, and then repeat-
ing the process for several different flow rates. Since the tempera-
ture of the heater base was a consequence of the particular flow/
heating condition, it is not possible to plot the heat input as a
function of velocity for a given temperature difference between
the fluid inlet and the heater base. Instead, the measured heat input
and temperature difference were used to calculate the thermal re-
sistance for a given flow rate

R =
1

n�
i=1

n
�Ti

Qi
�2�

in degrees Kelvin per watt, where �T is the temperature differ-
ence between the heater base and the fluid inlet, Q is the heat
input in watts, and n is the number of heating conditions for the
flow rate under consideration. Because the thermal resistance is a
function of the Reynolds and Prandtl numbers, it is essentially
constant for all of the heating conditions at a given flow rate.
Figure 4 shows the results of thermal resistance as a function of
filter velocity for all of the conditions considered. The plot indi-
cates that the POCO foam has the lowest thermal resistance fol-
lowed by 218-3 and 219-3. Figure 4 is important because it al-
ludes to the difference in thermal effectiveness of equal-sized PCF
specimens of different geometric and thermal properties. Figure 4
does not, however, provide universal information about the foam
specimens that can be used in design applications. The required
information can be generated from the data shown in Fig. 4, but
care must be taken to ensure that the scaled data is universally
applicable.

The heat transfer data are used to form the Nusselt number,
which is obtained by

Nu =
hsfD

kfa
=

D

kfaA

qavg

�T
�3�

where hsf is the heat transfer coefficient at the pore level, D is a
length scale, qavg is the heat transfer obtained from the power
applied to the heater �and from an energy balance on the fluid�, kfa
is the thermal conductivity of the fluid evaluated at the average
fluid temperature, A is an area, and �T is a temperature difference
�either the mean temperature difference between the heated base
and the fluid inlet or the log-mean temperature difference�. As
suggested, the length and area scales can be based on different
variables and the virtues of those mentioned will be discussed in
terms of the current results. In the present treatment, the length
scale D is based on either the equivalent particle diameter of the
foam De or the hydraulic diameter of the channel. The equivalent
particle diameter is the solid particle diameter that preserves the
interior surface area of a single spherical void and is obtained
using De=6�1−�� /� �see �7��. The hydraulic diameter is obtained
as Dhyd=4Achan/ P, where Achan is the cross-sectional area of the
channel and P is the wetted perimeter. The area in Eq. �2� is either
the effective heat transfer surface area or the heated base area of
the foam sample. The effective surface area is obtained as Aeff
=�Af +�Ab, where � is the equivalent microfin efficiency of the
foam obtained using the Taylor model �9�, Af is the interior wall
surface area of the foam specimen obtained from Af =�V, where �
is the area factor �7� and V is the volume of the specimen, and Ab
is the heated based area of the foam; Ab=50�50=2500 mm2 for
the present case.

The thermal performance of the foam specimens is shown in
terms of the Nusselt number in Figs. 5 and 6; the Reynolds num-
ber is defined as Re=�vD /�, where � is the density of the fluid, v
is the channel bulk velocity, and � is the dynamic viscosity of the
fluid. Figure 5 follows the approach described by Boomsma et al.
�5� wherein the Nusselt number is devised using the hydraulic
diameter Dhyd, the heated base area Ab, and the temperature dif-
ference between the heated base and the fluid inlet and plotted as
a function of the filter velocity. In Fig. 6, the Nusselt number is
formulated using the equivalent particle diameter De, the effective
area Aeff and the log-mean temperature difference, and is plotted
as a function of the Reynolds number based on De. Although the
figures produce a similar picture in terms of the thermal perfor-
mance of the foam specimens, care must be taken in interpreting
the utility of the different formulations. Because of the method
used to produce Fig. 5, the resulting Nusselt number cannot be
considered constant and there is an inherent difficulty with ex-

Table 2 Summary of permeability and Forchheimer coeffi-
cients for the carbon foam specimens tested

Specimen
Permeability K

�m2�
Forchheimer
coefficient cf

219-3 2.41�10−10 0.7444
218-3 4.46�10−10 0.4548
POCO 6.13�10−10 0.4457

Fig. 4 Plot showing the thermal resistance as a function of the
filter velocity v for the foam specimens tested
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tending the results to different sized foam blocks. For example,
doubling the foam thickness while maintaining the heated base
area increases the hydraulic diameter and thus reduces the con-
vective coefficient. This leads to the prediction that for a given
base area and temperature difference, the heat transfer is reduced
with increasing foam thickness. Consider also the effect of in-
creasing the heated length of the foam while maintaining the
thickness �and hydraulic diameter�. In this case, the Nusselt num-
ber remains constant and the heated base area increases linearly
with increased length. For a given temperature difference, this
suggests that the heat transfer increases linearly with increased
heated path length, which is also not physically correct. Thus, the
formulation adopted from Boomsma et al. �5� and used to produce
Fig. 5 does not characterize the results in a universally applicable
way.

The formulation used to produce Fig. 6 removes the depen-
dence of the Nusselt number on the physical dimensions of the
foam blocks tested and does, therefore, provide universal results.
For example, increasing the thickness of the foam increases the
internal surface area, but reduces the equivalent micro-fin effi-
ciency. Thus, using the effective surface area Aeff in Eq. �3� re-
moves the dependence of the Nusselt number on the thickness of
foam used. The dependence of the Nusselt number on the heated
length is also removed by using the log-mean temperature differ-
ence. As such, the Nusselt number values presented in Fig. 6 can
be considered constant for the given flow condition. Another ad-

vantage of this formulation is that the Nusselt and Reynolds num-
bers are formed in terms of the equivalent particle diameter, which
characterizes the internal structure of the foam.

Turning now to the thermal performance of the different foams,
Figs. 5 and 6 both show POCO to be the superior foam followed
by 219-3 and 218-3. Differences between the foams can be rec-
onciled by considering the properties listed in Table 1 and the
SEM images given in Fig. 1. The 219-3 and 218-3 foams have a
similar effective conductivity, but 219-3 has significantly more
internal surface area and thus a better capacity to remove energy
that is conducted in. POCO foam has a substantially higher effec-
tive conductivity than 219-3 and thus a higher microfin efficiency.
In this case, the thermal performance of POCO is considerably
higher despite its smaller internal surface area. On the basis of the
present measurements, and considering both the hydrodynamic
and thermal characteristics, the POCO foam is considered to per-
form best.

Comparisons to the measured performance of 6010 aluminum
foam �5� can be made by considering the data in Fig. 6. The
comparisons, which are not shown explicitly in this paper, indi-
cate that POCO foam is slightly better than compressed aluminum
in terms of thermal performance. However, since the data in �5� is
presented in terms of the scales used in Fig. 5, it is important to
consider how proper scaling will influence the comparison. The
heat transfer measurements in Boomsma et al. �5� were conducted
on 2 mm thick compressed aluminum foam specimens �of 40
�40 mm cross section�. Thus, the fin efficiency was likely quite
high over the full range of Re considered. However, because of
the low effective conductivity of aluminum, the fin efficiency
would drop considerably with increased thickness and thus, the
heat transfer effectiveness of the thicker specimen would be poor.
Since the effective conductivity of PCF is 5–20 times higher than
that for aluminum foam, the heat transfer effectiveness would re-
main high for much thicker extended surfaces. Thus, if similar
thickness specimens were considered, the heat transfer perfor-
mance of PCF would be many times higher than that of the alu-
minum. This is perhaps one of the most important merits of PCF
and forms the motivation for pursuing PCF as a convective en-
hancement material in energy exchange and electronics applica-
tions.

Conclusions
Measurements of the pressure drop and heat transfer obtained

by forcing water through blocks of porous carbon foam are re-
ported. The pressure drop is seen to be a function of the pore
diameter and porosity, but also strongly affected by the size of the
cell windows connecting the spherical pores. This is due to the
large hydrodynamic loss associated with the fluid contracting/
expanding through the windows. The heat transfer was seen to be
a function of the effective conductivity and the internal surface
area, as might be expected. A comparison of two different sets of
scaling parameters showed the importance of including geometric
and thermal parameters in the formation of the Nusselt number.
Of the specimens tested, the POCO foam offers the best combi-
nation of hydrodynamic and thermal performance. The present
results suggest that there may be a significant advantage for using
PCF as an extended surface convective enhancement material in
energy exchange and electronic cooling applications.
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Multifunctional Energy System
„MES… With Multifossil Fuels and
Multiproducts
A new kind of multifunctional energy system (MES) with multifossil fuels and multiprod-
ucts is proposed in this paper. This new system consumes coal and natural gas as fuel
simultaneously, and cogenerates methanol and power. Coal and natural gas are utilized
synthetically based on the method of dual-fuel reforming, which integrates the methane/
steam reforming and the combustion of coal. During the dual-fuel reforming process,
combustion of coal provides high-temperature thermal energy to methane/steam reform-
ing reaction to product syngas. Then, the chemical energy of syngas is used efficiently
since the new system integrates the chemical process and power plant. In this manner, the
energy including both chemical energy of fuels and thermal energy can be used more
effectively from the viewpoint of the whole system. As a result, the total energy efficiency
of this new system was about 60–66%. Compared with the conventional systems, the new
system provides an energy savings of about 8–15%. The results obtained here indicate
that this new system may provide a new way to utilize coal and natural gas more effi-
ciently and economically. �DOI: 10.1115/1.2432895�

1 Introduction

The world energy demand has increased steadily and will con-
tinue to increase in the future �1�, and fossil fuel �coal, natural gas,
and oil� will continue to be the main energy source. Coal is over-
whelmingly abundant, and will play an extremely important role
in the future of energy �2,3�. Gasification of coal has been con-
sidered as a promising and effective technology to utilize coal
more efficiently �4�. Syngas as the product of gasification can be
used for power generation through a combine cycle and chemical
products synthesis �methanol and DME�. Recently, many demon-
stration plants of integrated gassification combined cycle �IGCC�
and methanol plants based on coal have begun to operate through-
out the world �5�. One of the disadvantages of gasification of coal
is that it requires a complex system, which includes a gasifier,
cleanup unit and air separation unit. Another disadvantage is the
high investment; for example the investment �$/kW� of an IGCC
plant is about double that of a combined cycle plant, which lim-
ited the application of IGCC in large scale. Poly generation sys-
tems were considered as a better way to convert syngas to power
and methanol with high efficiency and its energy saving ratio can
reach 4–15% �6–10�.

Natural gas is another major fossil fuel for power and chemical
production. In a combined cycle, natural gas is directly burned in
the combustion chamber, and the exergy destruction of combus-
tion accounts for about half of total exergy destruction of the cycle
�11,12�. In a chemical process, natural gas has to first be trans-
formed into syngas, which is the raw and processed material to
synthesize chemical products, through methane/steam reforming
reaction �13,14�. During the reforming process, a part of natural
gas �NG� �about 30% of the total NG input� has to be burned to

provide higher temperature thermal energy �above 900°C� to the
methane/steam reforming reaction. Obviously, the combustion of
natural gas will cause great exergy destruction.

The objectives of this paper are: �1� to propose a new approach
to utilize coal and natural gas synthetically and efficiently from
the viewpoint of energy level; �2� to disclose the features in the
dual fuel reforming process; and �3� to synthesize a novel energy
system with coal and natural gas as fuel.

2 New Multifunctional Energy System

2.1 Conceptual Design of the Multifunctional Energy
System. Figure 1 illustrates the schematic of the multifunctional
energy system �MES� according to two basic concepts:

1. To combine the utilization processes of NG and coal to pro-
duce cleaning syngas; and

2. To integrate the chemical process and power plant to use the
syngas efficiently.

Figure 1 shows the concept process of the new MES system.
The figure enclosed by the dashed line illustrates the new ap-
proach of synthetic utilization of coal and natural gas. The
methane/steam reforming process and the burning coal is inte-
grated. The high-temperature thermal energy from burning coal is
provided to the reforming reaction as the driving force. Since two
different fossil fuels are consumed simultaneously, the new
method is called dual fuel reforming in this paper.

Methane/steam reforming is widely used by the chemical indus-
try, and it is a major method to produce syngas from natural gas.
The process is based on two independent equilibrium-limited re-
actions, as follows

CH4 + H2O → 3H2 + CO �H298
0 = 206 kJ/mol �1�

CO + H2O → CO2 + H2 �H298
0 = − 41 kJ/mol �2�

Reaction �1� is an endothermic steam reforming reaction, and the
typical reaction temperature is around 900°C. The second one,
often known as the water-gas shift reaction, is a lightly exothermic
reaction. As a whole, the reforming of methane by steam will
absorb a large amount of thermal energy at high temperature.

The conventional methane/steam reforming method, commonly
used in the chemical industry, only consumes natural gas. There-
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fore, the natural gas may be divided into two streams: one stream
�nearly 70%�, as reactant natural gas, is reformed by steam in the
reactor to produce syngas. The other stream, acting as fuel natural
gas, is burned to provide high-temperature thermal energy to the
reforming reaction. During the combustion, about 30% of the
chemical exergy of the fuel natural gas is destructed and the other
part is transformed into thermal exergy. In the dual fuel reforming,
the thermal energy absorbed by the reforming reaction comes
from the burning of coal, instead of the burning of natural gas in
the conventional method. All of the natural gas acts as reactant
and most of the chemical exergy of natural gas is transformed into
the chemical exergy of syngas without exergy destruction, which
means that the chemical energy of natural gas is used more effi-
ciently in the new method. With the same natural gas input, the
dual fuel reforming can generate syngas more than the conven-
tional methane/steam reforming, but the dual fuel reforming has to
consume additional coal. It means that the coal has been changed
into clean syngas indirectly only through burning. Here it refers
that the utilization of coal in the new method as indirect
gasification.

Since the combustion of coal is substituted for the combustion
of NG in the dual fuel reforming process, the high-temperature
corrosion and fouling in the dual fuel reformer should have been
taken into account. The technologies, such as the treatment of coal
to remove most of the components of sulfur, ash, and alkali metals
and the proper combustion system to minimize the corrosion and
fouling, should have been investigated further.

For a long time, the chemical process and power plant have
developed independently. Currently, both of them have met ob-
structions that restrict their further development for higher perfor-
mance. On one hand the chemical process has focused on the high
yields of chemical products, but the efficient utilization of chemi-
cal energy and thermal energy has not been taken into consider-

ation. A chemical plant, especially the chemical plant based on
coal, has a captive power plant �steam cycle� to provide steam and
power to some special chemical processes, such as syngas com-
press, reforming, and distillation processes. In the captive power
plant, since coal is burned directly, much chemical exergy �about
30%� of coal is destructed. At the same time, purge gas, which is
unsuitable for chemical synthesis, is discharged to the atmosphere
from the chemical process. In addition, plenty of high-temperature
thermal energy might be released in some chemical processes,
such as syngas cooling and synthesis processes, but the thermal
energy usually is used to generate midpressure saturated steam
regardless of the big temperature difference, which causes large
exergy destruction. On the other hand the power plant puts em-
phasis on the transition of thermal energy to power. All of the
chemical energy of fuel is transformed into thermal energy
through combustion, in which a large amount of the chemical
exergy of fossil fuel �20–30%� is destructed. Even though the
thermal energy has been used more and more efficiently, the per-
formance of the current power plant is unsatisfied. Cascade utili-
zation of the chemical energy of fuel becomes a potential to im-
prove the performance of power plant further.

When the chemical process and power plant are integrated, the
obstructions of both systems might be overcome simultaneously.
Figure 1 also shows the concept of integration of chemical process
and power plant. The fuel �syngas� can be used for chemical syn-
thesis first, in which the active components of the syngas are
converted to chemical products with lower energy consumption.
The inactive components �unreacted syngas� are discharged form
the chemical process and provided to the power plant as fuel to
generate power efficiently. The thermal energy released from the
chemical process can be recovered by the power plant to generate
the proper pressure steam. The exergy destruction during the heat
exchange process might be obviously decreased. The power plant
also provides the proper pressure steam and power to the chemical
process and meets the needs of the chemical process. In other
words, the chemical energy of fuel and thermal energy can be
used efficiently by the integration of chemical process and power
plant.

2.2 Configuration of MES System. Figure 2 shows a flow
chart of the novel multifunctional energy system �MES�. This sys-
tem is mainly comprised of several subsystems including the dual
fuel reformer �a�; the methanol synthesis and purification �c1–c2�
and �d– f�; and the heat recovery and the power generation
�b1–b3� and �g–k�. The reformer �a� is comprised of reaction
tubes and a hearth. The catalyst of the methane/steam reforming is
stored inside of the tubes and the reforming reaction also takes
place here. The coal is burned with the preheated air in the hearth

Fig. 1 Schematic of the multifunctional energy system

Fig. 2 Configuration of MES system
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�outside of the tubes�, which provides high-temperature thermal
energy to the reforming reaction. The stack gases are discharged
to atmosphere after the heat recovery in the heat exchanger �b1�.
The mixture of the natural gas and the middle pressure steam
extracted from the heat recovery steam generator �HRSG� �j� and
synthesizer �d� enter the reaction tubes of the dual fuel reformer
after being preheated in the heat exchanger �b1�, and at the reactor
the natural gas and steam are converted into syngas. The syngas is
compressed in the syngas compressor �c1� after cooling in the
heat exchanger. Then it is mixed with circulating syngas from the
separator �e�. Finally the syngas is compressed in the syngas com-
pressor �c2� to the pressure of methanol synthesis. After being
preheated by the heat exchanger �b2�, the high-pressure syngas
enters the methanol synthesizer �d� to synthesize methanol, and
the heat emitted from the methanol synthesis is recovered to gen-
erate saturated steam. The products of methanol synthesis are
cooled, and raw methanol is separated in the separator �e�. The
raw methanol is refined to high purity methanol in the distillation
unit, which is a tricolumn refiner. The unreacted syngas from the
separator �e� is divided into two streams: one stream acts as the
circulating syngas for methanol synthesis and the other steam is
sent to the gas turbine as fuel. The steam used in the distillation is
extracted from the low-pressure steam turbine �k2�.

Based on the new method �dual fuel reforming�, possible
schemes of difference multifunctional energy systems such as in-
tegration of hydrogen and power or DME and power can be syn-
thesized further.

2.3 Reference Systems Description. As the energy system
proposed in this paper has multiinput of fossil fuels and multiout-
put of products, we estimated the performance of the MES system
based on the comparison of reference systems, which included the
IGCC for power generation, the methanol synthesis based on coal
�MSC�, the combined cycle �CC�, and the methanol synthesis
based on natural gas �MSN�. The IGCC is assumed as integration
of Texaco’s gasification process, gas cleanup and heat recovery
system with a gas turbine generator, a heat recovery steam gen-
erator �HRSG�, and the steam turbine generator. The thermal ef-
ficiency of the IGCC is 43.1%. The MSC is composed of Texaco’s
gasification process and gas cleanup system with a methanol syn-
thesis process of Japan Petroleum Institute �JPI� �13�. Usually, the
MSC system also includes a captive power plant, which is a coal
fired power plant, to provide steam and power to the chemical
processes. The energy consumption of MSC system is
45 GJ/ t CH4O �9�. In the CC, the turbine inlet temperature �TIT�
and pressure ratio of compressor are, respectively, 1308°C and
15.0. The HRSG of the combined cycle works at two pressure
levels and the thermal efficiency of the CC is 54.2%. The MSN

system is composed of methane/steam reforming process and
JPI’s methanol synthesis process, and the energy consumption is
32.2 GJ/ t CH4O. The main assumptions during the simulation of
MES and reference systems are presented in Table 1.

3 Evaluation of MES System

3.1 Simulation and Results. We assumed that the reference
systems produce the same quantities of power and methanol as the
proposed system, and the fuel thermal input �lower heating value
�LHV�� ratio of methane to coal is equal to each system. The
energy saving ratio �ESR� was used as a criterion and the defini-
tion was

ESR =
Qref − QMES

Qref
� 100%

where Qref was the sum of the fuel thermal input of coal and
natural gas consumed by the reference system; and QMES was the
sum of fuel thermal input of coal and natural gas consumed by the
proposed system.

Based on the above assumptions, the system was studied by

Table 1 Main assumptions of evaluation

Chemical process

Synthesis pressure of methanol �MPa� 10
Synthesis temperature of methanol �°C� 270
Pressure loss of synthesizer �%� 5
Pressure loss of heat exchangers �%� 3
Pressure loss of reformer of cold side �%� 10
Pressure loss of reformer of hot side �%� 1
Isentropic syngas compressor 0.75
Reforming temperature �°C� 950
Reforming pressure �MPa� 2
Steam to methane ratio 3
Surplus air ratio of coal combustion 1.22

Power plant
Pressure ratio of compressor 15
Turbine inlet temperature �°C� 1308
Pressure loss of heat exchangers �%� 3
Isentropic efficiency of air compressor 0.88
Isentropic efficiency of gas turbine 0.89
Isentropic efficiency of pump 0.8
Pinch point in HRSG �°C� 10
Approach point in HRSG �°C� 30
Pressure loss of HRSG �gas-side� �%� 3
Pressure loss of HRSG �steam, water� 10
Condensation pressure, �MPa� 0.0085

Table 2 Parameters of main points of MES system

CH4 C2H6 CH4O CO CO2 H2 H2O O2 N2

Point
G

�kg/s�
p

�MPa�
T

�°C� Percent molar composition �%�

1 62.8 0.103 25 — — — — — — 1.0 20.8 78.2
2 62.8 0.102 512 — — — — — — 1.0 20.8 78.2
3 68.3 0.1 950 — — — — 16.3 — 3.6 3.7 76.4
4 6.4 2.58 25 90.0 10.0 — — — — — — —
5 28.1 2.32 500 20.9 2.3 — — — — 76.8 — —
6 28.1 2.09 950 1.1 — — 11.7 4.5 51.6 31.1 — —
7 41.7 10.5 92.7 5.1 — 0.2 4.7 2.8 87.1 0.1 — —
8 41.7 9.8 38 5.6 — 5.2 1.5 1.7 84.5 1.5 — —
9 11.6 0.11 66.6 — — 99.9 — — — 0.1 — —
10 1.7 9.8 38 6.0 — 0.3 1.6 1.8 90.2 0.1 — —
11 95.5 1.49 25 — — — — — — 1.0 20.8 78.2
12 97.3 1.46 1308 — — — — 1.1 — 12.1 12.8 74.0
13 117.8 0.105 551 — — — — 1.0 — 10.1 14.1 74.8
14 9.5 0.55 158.5 — — — — — — 100 — —
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means of the commercial software Aspen. Pressure, temperature,
mass flow, and composition of the main points in Fig. 2 are listed
in Table 2.

The energy balance results and the overall efficiency of the
MES system are reported in Table 3. The overall efficiency is
defined as the ratio of products’ energy �no matter electricity and
chemical products� to the lower heating value of the consumed
fossil fuel. The fuel thermal input ratio of natural gas to coal was
nearly 2 and the overall efficiency of the MES system reached
62.2%. The ESR of the proposed system was 12.8%, when the
preheated temperature of air for burning of coal was 512°C. The
temperature of stack gas at the outlet of the reformer was 950°C,
and the circulating ratio of unreacted syngas was 4.0.

Table 4 shows the exergy distributions of the MES system and
the reference systems, based on the simulation of the MES sys-
tem. To produce the same quantities of methanol �258.48 MW�
and power �63.96 MW�, the reference systems consumed
48.48 MW natural gas �exergy� and 23.4 MW coal �exergy� more
than those in the MES system. In other words, the MES system
would result in saving about 12.8% natural gas and coal compared
to the reference systems.

3.2 Exergy Presentation on EUD. Since the MES system
involves chemical and thermal processes, the conventional exergy
analysis is not enough to reveal the internal phenomena of energy
conversion in those processes, because the conventional method
mainly focuses on the exergy difference between output and input
of a process. The energy-utilization diagram �EUD� methodology
�15,16� considers an energy transformation between an energy-
donating process and an energy-accepting process, and focuses
graphically on the energy level difference in a pair of energy
donor and energy acceptor and the variations of both energy level
and energy quantity are graphically shown with A−�H coordi-
nates. The energy level A is an intensive parameter and a ratio of
exergy change to energy change of a process �A=�E /�H=1
−T0�S /�H�. The change of energy quantity ��H� refers to any
kind of energy changes, such as thermal energy, power consump-
tion, or generation, and energy change in chemical reaction etc. In

order to reveal the internal phenomenon and the fundamental fea-
tures, we adopted the graphical exergy methodology of EUD to
analyze the process of dual fuel reforming.

3.3 Significant Role of Dual Fuel Reforming in the MES
System. In MES system the syngas is produced by the new
method of dual fuel reforming. In contrast, in the reference sys-
tems the syngas is produced by the conventional methods of
methane/steam reforming and coal gasification. As Table 4 shows,
the exergy destruction during the syngas producing process in the
MES system is 19.87 MW �28.5%� lower than that of the refer-
ence systems.

Figure 3�a� a shows the exergy-destruction distribution of dual
fuel reforming. The oxidation of coal with air acts as an energy
donating reaction �curve of Aed�, and the methane/steam reforming
process acts as an energy accepting reaction �curve of Aea4�. Three
feed streams, air �curve of Aea1�, coal �curve of Aea2�, and a mix-
ture of methane and steam �curve of Aea3� acts as the energy
acceptors which are preheated to the specific combustion or re-
forming temperature. The results show that the exergy destruction
of the dual fuel reforming process is equivalent to the area be-
tween the curves of the energy donor �curve of Aed� and the en-
ergy acceptors �curves of Aea1–Aea4� giving to 49.97 MW.

Figure 3�b� shows the exergy-destruction distribution of gasifi-
cation of coal and conventional methane/steam reforming. The
curve of Aed1 represents the process of oxidation of natural gas
with air in the methane/steam reformer, which acts as an energy
donating reaction, and the methane/steam reforming �curve of
Aea4� acts as an energy accepting reaction. The energy acceptors
also include three streams of air �curve of Aea1�, natural gas �curve
of Aea2� and a mixture of methane and steam �curve of Aea3�,
which are preheated to the temperature of combustion or reform-
ing. The exergy destruction of the conventional methane/steam
reforming is 46.64 MW. The curve of Aed2 represents the partial
oxidation of coal in the gasifier, which acts as an energy donating
reaction, and the energy acceptors included gasification reaction
�curve of Aea8� and three streams of oxygen �curve of Aea5�, coal
�curve of Aea6�, and water �curve of Aea7�, which are preheated to
the specific gasification temperature of 1200°C. The exergy de-
struction of the coal gasification is 23.2 MW.

Comparing Figs. 3�a� and 3�b�, we can find that the utilization
of coal and natural gas is obviously different. As the coal-
gasification process needs pure oxygen as an oxidant, the energy
level of the partial oxidation of coal �curve of Aed2 in Fig. 3�b�� is
higher than that of the oxidation of coal with air �curve of Aed in
Fig. 3�a�� in the dual fuel reforming process. On the other hand,
the thermal energy exchanged between the energy donor and the
energy acceptor in the dual fuel reforming process �158.6 MW� is
also lower than that of the reference methods �199.7 MW�. Af-

Table 3 Results for MES and reference systems „MW…

Reference systems

Items MES IGCC MSC CC MSN

Natural gas 314.7 85.6 275.2
Coal 158.6 42.9 138.9
Methanol 230.3 60.3 170.0
Power 63.96 18.5 46.4 −0.93
Efficiency, % 62.2 43.1 43.4 54.2 61.4

Table 4 Exergy distributions of MES system and reference systems

Exergy �MW� MES IGCC MSC CC MSN Total of ref

Natural gas input 330.62 89.94 289.16 379.1
Coal input 159.50 43.17 139.73 182.9
Syngas production 49.97 6.58 16.62 — 46.64 69.84
Air separation — 1.17 3.10 — — 4.27
Shift reaction — — 2.25 — — 2.25
Cleanup unit — 0.43 6.08 — — 6.51
Combustion 31.15 7.63 11.06 27.86 — 46.55
Heat exchangers 44.73 2.59 12.31 5.48 31.83 52.21
Synthesizer 4.71 — 2.36 — 3.49 5.85
Distillation unit 5.01 — 3.35 — 5.31 8.66
Power subsystem 22.25 4.25 1.65 8.41 8.10 22.41
Flue gas 9.86 2.02 4.29 1.76 3.96 12.03
Purge gas — — 8.98 — — 8.98
Methanol output 258.48 67.68 190.80 258.48
Power output 63.96 18.50 — 46.43 −0.97 63.96
Total 490.12 43.17 139.73 89.94 289.16 562.0
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fected by the two factors above, the exergy destruction of dual
fuel reforming �the shaded area in Figs. 3�a� and 3�b�� is de-
creased. Because coal and natural gas are utilized in an efficient
way, the performance of dual fuel reforming was superior to that
of conventional methods.

In the methanol synthesis plant based on coal, the surplus CO in
syngas has to be converted to CO2 through a shift reaction, which
will cause the exergy destruction of 2.25 MW, as shown in Table
4. Then the CO2 is separated from the products of shift reaction,
which causes the exergy be destructed by 6.51 MW. The conven-
tional gasification of coal needs O2 of 95% as an oxidant and the
exergy destruction during the process of oxygen generation is
4.27 MW. In the MES system, coal is combusted with air in the
dual fuel reformer and the air separation unit is not required. The
exergy destruction of air separation unit �4.27 MW� is not in-
cluded in the MES system. In addition, the syngas produced by
the dual fuel reforming is clean and suitable for methanol synthe-
sis and the processes of shift and cleanup are also unnecessary for
the MES system. Without the shift, air separation, and cleanup
processes, the exergy destruction in these processes �13.03 MW�
is avoided in the MES system.

3.4 Integration of Chemical Process and Power Genera-
tion System. The proposed system integrates the thermal cycle
and the methanol synthesis system. Since the syngas and thermal
energy can be exchanged between the two sides, there exists a big

potential to utilize the syngas and thermal energy more efficiently.
From Table 4 we can see that the exergy destruction of combus-
tion in the MES system was decreased by 15.4 MW �33%� com-
pared with the reference systems. In the MES system, the com-
bustion takes place in the thermal cycle, in which a part of the
unreacted syngas is burned in the combustor of the gas turbine
and the exergy destruction is 31.15 MW. In IGCC and CC, the
fuels burned in the combustor of the gas turbines, respectively, are
cleaned syngas and natural gas, and the exergy destruction are,
respectively, 7.63 MW and 27.86 MW. In methanol synthesis sys-
tem based on coal �MSC�, a captive power plant �coal fired power
plant� is necessary to provide power, steam, and thermal energy
for the chemical process. In the captive power plant the coal is
burned with air in the boiler and the exergy destruction is
11.06 MW. Figures 4�a� and 4�b�, respectively, show the combus-
tion in the MES system and the reference systems.

Figure 4�a� is the EUD diagram for the combustion of unre-
acted syngas in the combustor of the gas turbine in the MES
system. The oxidation of unreacted syngas acts as an energy do-
nating reaction �curve of Aed�, and heating processes of two
streams �the curve of Aea1 represents the preheating process of the
unreacted syngas and the curve of Aea2 represents the preheating
process of the air for combustion� act as energy acceptors, which
are preheated to the specific combustion temperature of 1308°C.
Figure 4�b� gives the EUD diagram for combustion in the refer-
ence systems. Curves of Aed1 and Aed2, respectively, represent the
oxidation reaction of cleaned syngas in IGCC and natural gas in
CC, and the heating processes of four streams �curves of Aea1–

Fig. 3 „a… EUD for dual fuel reforming; and „b… EUD for refer-
ence methods

Fig. 4 „a… EUD for combustion of unreacted syngas in MES
system; and „b… EUD for combustion in reference systems
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Aea4, respectively, represent the preheating processes of the syn-
gas, combustion air of syngas, natural gas, and combustion air of
natural gas� act as energy acceptors, which are preheated to the
combustion temperature of 1308°C. Curves of Aed3 and Aea5–Aea9
present the processes of burning of coal in the captive power plant
of the MSC system. The oxidation of coal with air in the boiler
�curve of Aed3� acts as a donating reaction and heating processes
of five steams �curves of Aea5–Aea9� act as the energy acceptors:
the preheating of air and coal, the evaporation of water, the super-
heating of steam, and the reheating of steam.

Since the components of the unreacted syngas burned in MES
system are mainly hydrogen and carbon monoxide, the energy
level of oxidation of unreacted syngas �curve of Aed in Fig. 4�a��
in the MES system is lower than that of oxidation of natural gas
�curve of Aed2 in Fig. 4�b�� in the combined cycle. Along with the
decrement of energy level of donators, the exergy destruction of
the combustion of the unreacted syngas is also decreased by
4.34 MW more than that of the combustion of natural gas. The
combustion of coal in the boiler also causes a large amount of
exergy destruction �11.06 MW� in the MSC system. Since the
MES system integrates the methanol synthesis system and power
plant, the captive power plant �coal fired power plant� used in the
MSC system is unnecessary in the MES system. As a result, the
total exergy destruction of the combustion �area of shadow in Fig.
4�a�� in the MES system is smaller than that �area shaded in Fig.
4�b�� in the reference systems.

In the methanol synthesis system some of the unreacted syngas,
called purge gas, is removed from the synthesizer, because the

components of purge gas are not suitable for the methanol synthe-
sis. In the MSC system, the purge gas is discharged into the at-
mosphere after burning, which causes the exergy loss of 8.98 MW
�about 6.4 percentage points of input coal� as shown in Table 4. In
the MES system, the unreacted syngas is used efficiently by re-
covering the purge gas and sending it to the power subsystem of
the MES system to generate power.

Figures 5�a� and 5�b�, respectively, show the exergy destruc-
tions of the heat exchange process in the MES system and the
reference systems. In the MES system the thermal energy released
from the chemical processes can be recovered by the power sub-
system efficiently. For example, the surplus heating of syngas and
flue gas of the reformer in the MSN system is used to generate the
superheated steam with a temperature of 435°C and a pressure of
4 MPa �curve of Aea1 in Fig. 5�b��. In the MES system this
amount of thermal energy is used to generate the superheated
steam with a temperature of 510°C and a pressure of 8.38 MPa
�curve of Aea in Fig. 5�a��. Since the energy level of acceptors in
the MES system is higher than that in reference systems, the ex-
ergy destruction of the heat exchange process is decreased. In the
MSC system, the hot syngas from the gasifier is quenched from
1200°C to 240°C to increase the humidity of syngas and most of
the thermal exergy is destructed �the area of shaded between the
curves of Aed2 and Aea2 in Fig. 5�b��. In the MES system, the
syngas produced by the dual fuel reforming is very clean with a
temperature of 950°C, and the thermal energy is recovered to
generate superheated steam with a pressure of 8.38 MPa. Com-
pared to Figs. 5�a� and 5�b�, the shaded area of the MES system is
smaller than that of the reference systems and the exergy destruc-
tion of heat exchange in the MES is 7.48 MW �14.3%� lower than
the reference systems, as shown in Table 4.

3.5 Economic Benefit of MES System. An important point
emphasized here is that the syngas produced by the dual fuel
reforming process is very clean. Thereby, the cleanup unit and air
separation unit �ASU� are not required in the MES system. When
the scale parameter is fuel thermal input �LHV�, the investments
of the dual fuel reformer, the conventional reformer, and the gas-
ifier are presented in Table 5. The specific cost of conventional
methane/steam reformer and catalyst is about 0.2 M$ /MW, and
the specific cost of gasifier, cleanup unit and ASU is about
0.27 M$ /MW. The dual fuel reformer can be designed from the
conventional reformer with little modification and the cost of the
dual fuel reformer estimates 0.24 M$ /MW, which is higher by
about 20% than that of conventional methane/steam reformer. In
Table 5 the fuel thermal inputs of the dual fuel reformer, the
conventional reformer, and the gasifier of coal are, respectively,
330.6 MW, 273.4 MW, and 181.1 MW, and the total investments
are, respectively, 79.34 M$, 54.68 M$, and 48.9 M$. The invest-
ment of the dual fuel reformer is decreased nearly by 23.4% com-
pared to the total cost of the conventional reformer and gasifier. It
must be specified that the cost estimation is valid only for a pre-
liminary analysis.

Table 5 Cost of dual fuel reformer and reference reformer or
gasifier

Dual
fuel

reformer
Conventional

reformer

Gasifier,
cleanup unit,

and ASU

Base specific cost
�M$/MW�

0.24 0.2 0.27

Base capacity
�MW�

330.6 273.4 181.1

Cost �M$� 79.34 54.68 48.9

Fig. 5 „a… EUD for heat exchange of chemical subsystem in
MES system; and „b… EUD for heat exchange of chemical sub-
system in reference systems
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4 Conclusions
A new kind of multifunctional energy system �MES� is pro-

posed for more effective utilization of fossil fuels. With the same
outputs of power and methanol, the new system provides a fossil
fuel savings of about 12.8%. The graphical exergy analysis based
on EUD reveals that the natural gas and coal are utilized syntheti-
cally by the method of dual fuel reforming. The exergy destruc-
tion of syngas generation process is decreased by about 28.5%
compared with conventional methods. Based on the integration of
chemical process and power plant, the unreacted syngas and ther-
mal energy of chemical process can be utilized efficiently from
the viewpoint of the operation of the whole system, and the ex-
ergy destructions of combustion process and heat exchanging pro-
cess in MES system are, respectively, decreased by about 33%
and 14.3% compared with the reference systems. Some processes,
which are necessary in reference systems, are not required in the
MES system, and the exergy destructions in these processes �2.3
percentage points of input exergy of fuel� are not included in MES
system. The proposed MES system provides a new approach to
utilize the coal and natural gas synthetically, which not only sim-
plifies the system but also decreases the investment cost.
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Nomenclature
MES � multifunctional energy system
MSC � methanol synthesis based on coal
MSN � methanol synthesis based on natural gas

CC � combined cycle
IGCC � integrated gasification combined cycle
LHV � lower heating value

TIT � turbine inlet temperature
EUD � energy-utilization diagram
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A Technoeconomic Analysis
of Different Options for
Cogenerating Power in Hydrogen
Plants Based on Natural
Gas Reforming
Steam methane reforming is the most common process for producing hydrogen in the
world. It currently represents the most efficient and mature technology for this purpose.
However, because of the high investment costs, this technology is only convenient for
large sizes. Furthermore, the cooling of syngas and flue gas produce a great amount of
excess steam, which is usually transferred outside the process, for heating purposes or
industrial applications. The opportunity of using this additional steam to generate elec-
tric power has been studied in this paper. In particular, different power plant schemes
have been analyzed, including (i) a Rankine cycle, (ii) a gas turbine simple cycle, and
(iii) a gas-steam combined cycle. These configurations have been investigated with the
additional feature of CO2 capture and sequestration. The reference plant has been mod-
eled according to state-of-the-art of commercial hydrogen plants: it includes a prereform-
ing reactor, two shift reactors, and a pressure swing adsorption unit for hydrogen puri-
fication. The plant has a conversion efficiency of �75% and produces 145,000 Sm3/hr of
hydrogen (equivalent to 435 MW on the lower-heating-volume basis) and 63 t /hr of
superheated steam. The proposed power plants generate, respectively, 22 MW (i),
36 MW (ii), and 87 MW (iii) without CO2 capture. A sensitivity analysis was carried out
to determine the optimum size for each configuration and to investigate the influence of
some parameters, such as electricity, natural gas, and steam costs.
�DOI: 10.1115/1.2434346�

Introduction
In the last several years, the concern with the anthropogenic

greenhouse effect has increased the interest in the possibility of
using hydrogen as an energy carrier for both vehicle fueling and
stationary energy production. In power production, carbon capture
can be accomplished with different technologies that do not nec-
essarily include fuel decarbonization �1,2�. But in the field of
transportation and small-size power generation, the easiest way to
reduce greenhouse gas emission is the utilization of a decarbon-
ized fuel, such as hydrogen.

The most widespread and mature technology for hydrogen pro-
duction is steam reforming, based on the following reaction:

CH4 + H2O ↔ CO + 3H2 ��H0 = 206 kJ/kmol� �1�

Since it is an endothermic reaction, it is enhanced at high tem-
peratures and typically takes place at 800–900°C, achieving a
methane conversion of up to 95%. The most common technology
uses tubular reformers, in which the reacting methane and steam
flow through pipes containing a Nickel-based catalyst and are
heated by an external flame. A second reaction occurring simulta-
neously in steam methane reformer �SMR� is known as “CO-
shift” because it transforms the CO into CO2,

CO + H2O ↔ CO2 + H2 ��H0 = − 41 kJ/kmol� �2�

The high temperature does not allow one to shift all the carbon
monoxide, therefore, the reformed gas still contains a great frac-
tion of CO. One �or two� shift reactor is generally installed after
the reformer in order to minimize CO content in the gas. The final
gas is very rich in CO2, which can be captured with a suitable
technology. Today, pressure swing adsorption �PSA� is commonly
used for H2 purification, instead of the amine-absorption process
followed by methanation, which has traditionally been employed
in the past.

Hydrogen plants based on SMR are characterized by a strong
economy of scale; thus, they are the preferable choice for capacity
higher than 1000–5000 Sm3/hr �3,4�, whereas electrolysis is used
for smaller capacities. Hydrogen plants usually produce more
steam than the amount required by the reforming process; thus, it
is exported for heating purposes or industrial applications. On the
other hand, electric energy is consumed by the plant, especially in
the case of carbon capture, because CO2 must be compressed and
liquefied for transportation. These energy flows, together with the
large size typical of the hydrogen plants, suggest that the steam
can be used for electricity generation. The power production and
dispatching becomes even more attractive in a hypothetical future
energy scenario based on hydrogen as fuel for transportation. In
this case, in fact, hydrogen facilities will be located near industrial
districts and can be easily connected to the electric grid or to an
electricity consumer.

Previous works have investigated the feasibility of cogenerating
power in SMR-based hydrogen plants, with different technologies
for the integration of the power section. Terrible et al. �5� pro-
posed four main schemes, all without CO2 separation: �i� a top-
ping steam turbine, in which the steam leaving the turbine is used
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the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received June
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8–11, 2006, Barcelona, Spain. Paper Number GT2006-90360.
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for reforming; �ii� a gas turbine cycle, which uses the turbine
exhaust as oxidizer in the reformer furnace; �iii� a condensing
steam turbine, in which the steam for reforming is supplied by a
bleeding from the turbine; and �iv� a gas turbine followed by a
bottoming turbine. Consonni and Viganò �6� performed a thermo-
dynamic and exergetic analysis of a steam cycle and combined
cycle integrated with tubular reformers and auto-thermal reform-
ers with carbon capture. In this work, the gas turbine is not used
ahead of the reformer, but rather at the end of the syngas process-
ing because it is fueled by pressure swing adsorption �PSA� off-
gas. Klett et al. �7� made a technoeconomical analysis of the hy-
drogen plants without power generation, comparing the option of
carbon capture with the standard plant with CO2 vent.

The aim of the present paper is to perform a technoeconomic
analysis of the hydrogen plants in an extensive range of possible
configurations; in particular, different technologies for power pro-
duction have been investigated, including a steam cycle �SC�, a
gas turbine cycle �GT�, and a combined cycle �CC�. For all the
schemes, carbon capture has been compared to the standard plant
with a CO2 vent. Among the possible reforming technologies,
only the tubular reactor has been chosen because it represents the
most mature and widespread technology, especially when hydro-
gen is the primary product. In the following, the typical hydrogen
production plant with no power generation will be addressed as
the reference plant �REF�. The hydrogen production in REF is
3.6 kg/s, equivalent to �145,000 Sm3/hr and 435 MWLHV. This
size has been fixed in order to match the oxygen request of the
SMR furnace with the exhaust gas flow of an existing heavy duty
40 MWE gas turbine. The plant can be considered as a large hy-
drogen facility, though the largest existing plants are in the range
of 250,000–300,000 Sm3/hr �3,4,8–10�, and Haldor Topsoe �4�
has recently announced the construction of the largest hydrogen
production capacity in the world �600,000 Sm3/hr�. According to
Contadini et al. �10�, most of the existing SMR plants lie in the
range of 22,000–90,000 Sm3/hr. Therefore, the size chosen in
this paper is an intermediate value between the majority of exist-
ing plants and the largest ones.

1 Description of Investigated Plants

Reference Hydrogen Plant. The reference hydrogen plant
scheme is depicted in Fig. 1. The plant components have been
chosen and simulated following state-of-the-art of hydrogen
plants based on natural gas �NG� steam reforming. Natural gas is
supposed to be available at the required pressure �27 bar�, and its
composition is �11� 94.4% CH4, 3.1% C2H6, 0.5% C3H8, 0.4%
C4+, 0.5% CO2, 1.1% N2. To avoid the poisoning of the catalyst,
sulfur has to be removed in the ZnO beds, which follows a hy-
drogenation unit. The hydrogen required to this aim is provided by
recycling a small fraction of the H2 produced. Before entering the
hydrogenation and desulphurization unit, the mixture of H2 and
NG is heated up to 380°C �10� in two heat exchangers �HE5,
HE8� placed in the convective section of the furnace.

After the ZnO-beds, NG is mixed with the process steam and
further heated at 550°C in HE9. Hence, it enters the prereformer,
an adiabatic catalytic reactor that accomplishes the reforming of
the heavier hydrocarbons, thus avoiding the coking �solid carbon
deposition� of the catalyst in the SMR. The gas leaves the high-
temperature exchanger at 650°C and enters the reformer, which
operates at 880°C and 25 bar. The hot syngas is cooled in a waste
heat boiler �HE4� before entering the high-temperature shift reac-
tor, which is adiabatic and works at 400°C. The low-temperature
shift reactor is, instead, a cooled reactor operating at 200°C. It is
preceded by another boiler �HE3� and the economizer HE2. Syn-
gas is cooled down to 130°C in HE1, where boiler feed water is
preheated; in the WKO, the condensed water is separated and sent
to cool low-temperature shift �LTS�. Syngas purification in the
PSA unit requires further cooling �25°C�, which is accomplished
by HE11. The hydrogen recovery factor in PSA is 88%, a value
typically achieved in commercial units �12�. The hydrogen pro-
duced �99.99% pure� is compressed to 60 bar for pipeline trans-
portation. PSA off-gas is supplied to the burners of the SMR fur-
nace; yet the heat duty of the SMR is not completely satisfied,
Thus, additional natural gas is required �15% of the total�. The

Fig. 1 Scheme of the reference hydrogen plant
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flue gas leaves the furnace at 930°C �50°C above the gas to be
reformed� and passes through the series of convective heatex-
changers. The air fed to the furnace is preheated to 250°C in HE6,
whereas the off-gas and the additional NG are heated to 92°C
�minimum temperature difference in gas-gas HE is 30°C�. The air
mass flow has been determined by imposing an excess oxygen of
3–5% higher than the stoichiometric value. The flue gas leaves
the convective section of the furnace at �85°C. Steam at 27 bar
is substantially produced in two waste-heat boilers, placed after
the SMR �HE4� and the HTS �HE3�, though in some configura-
tions analyzed, and in particular, in the reference case, HE7 oper-
ates both as economizer and evaporator. The steam-to-carbon ratio
�S/C� has been fixed at 3.0 for all the studied plants; this value is
typically found in hydrogen plants based on natural gas reforming
because it ensures an adequate methane conversion and low risk
of carbon deposition. All the simulations have been performed
using Aspen Plus® software. The main assumptions made are
summarized in Table 1.

Options for Cogenerating Power. A lot of different possible
power plant schemes may be integrated with the hydrogen plant
described earlier. Of course, the preference of one configuration
over another strongly depends on economical considerations,
which are the topic of Sec. 3. A driving factor is the availability
and energy requests of nearby consumers, which could be sup-
plied either with steam or power produced by the hydrogen plant.
For this reason in this paper, we focused the attention on three
configurations that correspond to different needs of a possible
nearby consumer: the first configuration �SC� is a Rankine cycle,
which produces only power and no steam for export; the second
configuration �GT� is characterized by a gas turbine for power
production and steam export; the third configuration �CC� is a
combined cycle, which allows the maximum power production
but no steam export.

The three plants are very similar to the REF plant and, in par-
ticular, are characterized by an identical syngas circuit. The main
differences concern the heat recovery section from the SMR flue

gas, as illustrated in Figs. 2–4. The SC plant is characterized by
the production of high-pressure steam �70 bar�, which is super-
heated to 550°C and then expanded in a turbine. The steam nec-
essary to the reforming process �69% of the total produced� is
supplied by a bleeding at 27 bar.1 The remaining steam is ex-

1Change in ST load can affect steam extraction to SMR, but off-design analysis is
not an argument of the present paper.

Table 1 Assumptions made for simulating plant performance

SYNGAS Processing CO2 Compressor
S/C 3 Final delivery pressure �bar� 150
SMR T �°C� 880 No. of stages �intercooled� 3
NG SMR inlet T �°C� 650 Coolant T �°C� 25
Chemical equilibrium temperature approach �°C� −10 Polytropic efficiency 0.8
SMR pressure loss �%� 3 Mechanical efficiency 0.9
SMR heat loss �%� 1.5 H2 Compressor
Pre-Ref inlet T �°C� 550 Final delivery pressure �bar� 60
Pre-Ref pressure loss �%� 3 No. of stages �Intercooled� 2
Inlet air T �°C� 15 Coolant T �°C� 25
Inlet air p �bar� 1.013 Polytropic efficiency 0.78
Furnace pressure �bar� 1.05 Mechanical efficiency 0.95
Furnace outlet temperature �°C� 930 Gas Turbine
HDS inlet T �°C� 380 Specification GE PG6591C
HTS T �°C� 400 TIT �°C� 1327
LTS T �°C� 200 Pressure ratio 19
Shift reactors pressure loss �%� 3 Airflow �kg/s� 114.7
Shift reactors chemical equilibrium T approach �°C� +10 Coolant total mass flow �%� 15.4
PSA hydrogen recovery �%� 88 Turbine outlet T �°C� 574
PSA off-gas pressure 1.3 Net power �MW� 42.3
Pump efficiency �isentropic/mechanical� 0.8/0.95 Efficiency �%� 36.2
Fan efficiency �isentropic/mechanical� 0.8/0.95 TIT �°C�—steam injection operation 1287
Heat Exchangers Pressure Ratio—steam injection operation 19
Heat loss �%� 0.7 Stoichiometric flame T �K�—Steam injection 2300
Gas-gas minimum �T �°C� 30 Steam Turbine
Water-gas minimum �T �°C� 7–10 Turbine efficiency �Isentropic/Mechanical� 0.9/0.97
CO2 Capture Condenser p �bar� 0.04
Heat for solvent regeneration �MJ/t CO2� 1.0 Superheating T �°C� 550
Syngas T at ABS inlet �°C� 25 Reheating T �°C�—only in CC plants 550
Steam to stripper reboiler p �bar� 2.1 Steam pressure �bar� in SC 70
CO2 p at stripper outlet �bar� 1.8 Steam pressure �bar� in CC 110/27/3

Fig. 2 Scheme of SMR in SC plant
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panded to 0.04 bar, condensed and recycled back to the econo-
mizers fed by the syngas. The selected values for steam produc-
tion do not represent the most advanced conditions for steam
power plants �for example pressure could be increased and reheat-
ing could be introduced at 27 bar�. On the other hand, these values
allow the hydrogen plant to operate at conditions very similar to
the reference plant. This makes the comparison between the two

plants more significant. Furthermore, the results obtained are very
close to the ones found by Consonni and Viganò �6� with a more
advanced steam cycle. In fact the steam turbine produces
28.5 MW, equivalent approximately to the 5% of the natural gas
input. Small variations in the heat recovery sections exist between
this plant and the REF case: in particular the positions of HE8 and
HE9 are inverted and steam production is reduced by 6%. These
modifications are due essentially to the different steam pressure
and to the reheating to 550°C of the process steam �see Fig. 2�.

The GT configuration is characterized by a higher level of in-
tegration with the hydrogen facility than the SC; in fact, the hot
gas leaving the turbine is supplied to the furnace as an oxidizer,
thus decreasing the natural gas consumption in the SMR burners.
The last consideration is not so obvious, as the flue gas contains a
large amount of inert gas �oxygen is �13 vol.%� and in some
cases this may lead to an increasing of the fuel supplied to the
burner. The gas turbine chosen in this work is a medium size
�42.3 MW� heavy duty gas turbine supplied by General Electric:
PG6591C �13�. This gas turbine is widely used in industrial co-
generation and process industries and is suitable for integration
with SMR because of the good electrical efficiency �36%� and the
high temperature of exhaust gas �574°C�. The exhaust flow
�117 kg/s� allows the furnace to work with the same oxygen ex-
cess as the reference case �3–5%�. As previously said, the oxygen
content is lower in the GT configuration; therefore, the furnace
results bigger than in the reference case. However, from a ther-
modynamic point of view, this choice is more appropriate since
the amount of the natural gas burned in the SMR is minimized in
both the configurations. The heat recovery convective section is
identical to the REF case, except for the air preheater, which is not
necessary here. This causes an increase in the stack temperature
�116°C instead of 84°C of the REF case�, even if SMR fuel and

Fig. 3 Scheme of SMR in GT plant

Fig. 4 Scheme of SMR in CC plant
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feed preheating has been raised to 127°C.
The CC plant is provided with the same gas turbine as the GT

cycle, but the heat recovery section is different from the previous
configuration: the steam is produced at 110 bar and, after the su-
perheating and expansion to 27 bar, is reheated to 550°C and
expanded a second time. Between HE5 and HE7, low-pressure
�3 bar� steam is produced and superheated and then mixed with
the steam leaving the medium pressure turbine. Therefore, the
cycle can be regarded as a three pressure steam cycle, with levels
at 110 bar, 27 bar, and 3 bar. Of course the bottoming section of
the combined cycle takes advantage by the integration with the
reformer, which realizes the supplementary firing of the turbine
exhaust gas. A lot of heat is recovered for the gas preheating and
the production of process steam, but the power produced by the
steam cycle is much larger than in a traditional combined cycle
�51.7 MW, even higher than the gas turbine power�.

Plants With CO2 Capture. CO2 is captured by chemical ab-
sorption process based on amine solution. This is the preferable
choice when CO2 partial pressure is relatively low, as in the case
of tubular reforming-based hydrogen plants. The gas is treated
after cooling and condensation before entering the PSA unit �see
Fig. 5�. It has been assumed that 99% of CO2 is removed in the
absorber, and the heat required for solvent regeneration is
1 MJ/kg CO2 captured �6�. This heat duty is supplied condensing
a fraction of the steam produced in the boiler �REF and GT� or a
bleeding from the turbine �SC and CC�. The percentage of CO2
captured in the absorber, has been kept constant at 99%, and yet
for each plant, different levels of carbon removal have been in-
vestigated. This is due to the nature of the supplementary fuel
burned in the SMR furnace and in gas turbine, which is either
additional NG or a fraction of the produced H2. In fact, CO2 is
removed from syngas but not from the furnace exhaust gas, since
the low CO2 concentration and low pressure make carbon capture
from flue gas more expensive in terms of money and energy.
Thus, burning hydrogen instead of NG in the furnace means a
higher level of carbon removal. The analysis has been focused on
two possible schemes for the REF and SC plant and on three
configurations for GT and CC plant. Table 2 shows the acronyms
used for plants with carbon capture and the kind of fuel burned.

It is worth noting that in all the plants the H2 supplied to the gas
turbine and to the reformer is not pure, but rather it is the gas
leaving the absorber, which contains a hydrogen content of 94.5%
�see Fig. 5�. This device allows the PSA unit to treat a lower
amount of gas with the same CO2 emission at SMR stack. The
burning of this hydrogen implies, however, the decrease of the
plant capacity, as the same NG feed input has been assumed for all
the configurations.

In the REF plant, the two schemes for carbon capture are char-
acterized by the same excess of air �1.03–1.05 stoichiometric� in
SMR furnace as the plant with CO2 vent. This reduces the mass
flow of the reformer flue gas, since in the configuration without
capture SMR fuel contains 52% of CO2, which is inert and re-
quires more fuel �and more air� in the furnace. The decrease in

airflow reduces the heat available from furnace hot gas; hence,
some changes have to be made to the convective section of the
reformer:

• The economizer HE7 is not present
• HE8 and HE9 positions are exchanged
• HE5 and HE6 positions are exchanged
• HE5 heats the air to a lower T �124°C for HC, 160°C for

LC�
• HE6 heats the fuel and the feed gas to 280°C
• Export steam is not superheated

The production of steam is reduced by 8% with respect to the
reference case. A large amount �21%� of the saturated steam pro-
duced in the drum is sent to the CO2 plant for solvent regenera-
tion, 72% is used for reforming, and only 7% �3.5 kg/s is
exported�.

In SC plants with CO2 capture, a different methodology has
been adopted for determining the mass flow of the combustion air
for the furnace. Because of the absence of CO2 in the off-gas, in
fact, if the same excess air as the standard plant is used, there is no
steam available for power production and there is not enough
steam for solvent regeneration in the CO2 stripper. Therefore, the
air mass flow has been fixed so that the power produced matches
approximately the power required by the auxiliaries and CO2 and
H2 compressors. The resulting air mass flow is 93.8 kg/s, 20%
higher than the standard SC plant. The heat recovery from re-
former flue gas is identical to the standard SC plant, except for
HE10, not present in the SC-HC and SC-LC.

In GT plants, the amount of oxygen in the combustion process
is fixed by the turbine exhaust gas composition �O2=13 vol% �
and mass flow �117 kg/s�. Therefore, GT, GT-IC, and GT-LC are
characterized by the same O2 input in the furnace but different
excess of air, since off-gas composition and additional fuel are
different. In particular, the oxygen amount is, respectively, 1.04,
1.22, and 1.16 for GT, GT-IC, and GT-LC. The GT-HC configu-
ration is somewhat different with respect to the other ones. In fact,
the combustion of hydrogen in the gas turbine would cause an
unacceptable level of NOx emission, since lean premix combus-
tion with hydrogen cannot be realized at the moment �14�. Hence,
steam injection has been considered for NOx reduction. Actually,
the authors have no knowledge on the possibility of syngas fuel-
ing or steam injection for NOx reduction in the gas turbine em-
ployed �PG6591C�, which is usually equipped with DLN combus-
tors. However, in modern IGCC plants, NOx emission control is
always realized through steam/nitrogen injection or fuel satura-
tion, also in gas turbine usually equipped with dry low NOx
�DLN� combustors. Furthermore, the aim of the present paper is to
investigate the possibility of exporting power and steam; thus,
steam injection and the consequent power increase has to be con-
sidered for thermodynamic and economic considerations. The
steam necessary for NOx reduction has been determined in order

Fig. 5 Simplified scheme of the main streams and blocks and
gas composition for plants with CO2 capture

Table 2 Additional fuel used in SMR in plants with CO2
capture

SMR
additional

fuel
GT
fuel

REF-HC H2
-

REF-LC NG -
SC-HC H2

-
SC-LC NG -
GT-LC NG NG
GT-IC H2

NG
GT-HC H2 H2
CC-LC NG NG
CC-IC H2

NG
CC-HC H2 H2
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to limit to 2300 K the stoichiometric flame temperature �14�. The
mass flow of the required steam is equal to 4.8 times the fuel flow.
The performance of the gas turbine has been determined by as-
suming the following conditions:

• TIT reduction of 40°C compared to the NG operation �14�
• IGV operating �same pressure ratio and reduced mass flow�

to avoid compressor stall

The power produced by the gas turbine in this configuration is
48.4 MW versus 42.3 MW in the NG operation; the efficiency is
39.3% �versus 36.2%�, while the TOT is 568°C �versus 574°C�.
Despite the TIT decrease, power production increases by 14%;
this cannot be explained only by the steam injection �steam mass
flow is just 6.4% of the total air inlet�. Another decisive factor is
the combustion of hydrogen, which produces a gas richer in steam
and is thus characterized by a larger enthalpy drop across the
turbine �14�.

In all the GT plants with carbon capture, the heat recovery
section is identical to the plant with CO2 vent. The CC configu-
rations are based on the same assumptions made for GT.

2 Discussion of Results
In the REF plant, the production of hydrogen is 3.6 kg/s

equivalent to 435 MWLHV. The natural gas consumption is
10.45 kg/s for SMR feeding and 1.45 for fuelling the furnace.
The equivalent thermal input is thus 579 MWLHV. The electric
power consumed by the auxiliaries is 6.9 MW ��90% of which is
spent in H2 compressor�. There are 17.4 kg/s of steam exported at
27 bar and 550°C; considering the enthalpy necessary to steam
production and superheating, this flow corresponds to
61.0 MWTH.

In order to evaluate the performance of the plant, some param-
eters are explained in the following:

�H =
H2 output�MWLHV�
NG input�MWLHV�

�3�

�C =
H2 output�MWLHV� + H2 to GT�MWLHV�
NG input�MWLHV� − CH4 to GT�MWLHV�

�4�

�E =
Net electric power output �MW�

NG input�MWLHV�
�5�

�G =
H2 output�MWLHV� + Net electric power output�MW� + Steam Export�MW�

NG input�MWLHV�
�6�

The fuel efficiency �H is the ratio between the hydrogen produced
by the plant and the natural gas thermal input. The conversion
efficiency �C is the fraction of natural gas supplied to the re-
former, which is actually converted to H2; in fact, in certain con-
figurations �i.e., GT and CC� the gas turbine can be fed either with
additional natural gas or with some of the H2 produced. Therefore,
this parameter takes into account only the gas input and output
relative to the hydrogen production, with no reference to the fuel
supplied to the gas turbine. In the REF plant, as well as in SC, �H
and �C are identical.

The electric efficiency �E is the fraction of natural gas thermal
input converted to power; this ratio could be negative as the nu-
merator represents the net electric power �the power produced
minus the power required by the auxiliaries�. The third parameter
�G is the global efficiency, which is the sum of three different
forms of energy. Thus, the value of �G could be misleading, but is
often used in technical literature and manufacturers’ brochures. In
the reference hydrogen plant, the net power output is negative,
and it could be more appropriate considering the power for aux-
iliaries among the energy inputs. However in this paper, the pa-
rameters addressed before have been used for a more significant
comparison to the plants cogenerating power. For REF, �H and �G
are respectively equal to 75.2% and 84.5%. These values are simi-
lar to the ones found in technical literature �see Table 3�. Both
REF-LC and REF-HC have a higher conversion efficiency than
REF; �H increases, respectively, to 76.6% and 78.9% for HC and
LC. This result has also been obtained by other authors �6,7�,
though the assumptions made here are somewhat different �for
example, in �6� S/C is 3.07 in the plant with CO2 capture and
SMR temperature is 850°C�. In the present paper, the increase in
�H is essentially the consequence of the lower additional fuel flow
required in the furnace. As explained before, in fact, the combus-
tion of the off-gas with a lower CO2 content requires less fuel and
less air flow.

The results concerning main thermal and mass input/output for
all the studied configurations are illustrated in Table 4. It is worth
noting that the conversion efficiency is always higher in LC con-

figurations than IC or HC. This means that using NG as additional
fuel in SMR furnace instead of hydrogen results in an increase of
the H2 production efficiency. The reason has to be found in the
particular layout of the plant, which is provided with two waste
heat boilers downstream, the SMR and the HTS. This choice is
typical of syngas processing plants, where hot syngas cooling is
usually coupled with steam production in order to avoid high-
temperature gas-gas heat exchangers. Therefore, a great part of the
thermal input of the NG entering SMR is consumed for steam
production, whereas only a small fraction of the heat recovered
from the furnace flue gas is used for steam production. Thus,
using NG for feeding the furnace means that H2 production is
increased at the expense of a reduced steam generation.

3 Economic Analysis
Two methods have been used for evaluating the economic as-

pects of the systems investigated: �i� the cost of the hydrogen

Table 3 Comparison of the plant performance to values from
literature

�H

Steam
export-H2
mass ratio �G

CO2
capture �%�

REF �this study� 75.2 4.8 84.5 0
REF-LC �this study� 78.9 1.0 77.7 73.2
SC-LC �this study� 76.4 0 76.1 70.9
Uhde �9� 72.7 7.7 NA 0
Lurgi �3� 71.6 7 NA 0
Consonni Viganò �6�a 75.7 0 78.9 0
Consonni Viganò �CO2 capture� 78.0 0 78.0 73.6
Klett et al. �7� 75.9 5.7 NA 0
Klett et al. �CO2 capture� 82.5 0 NA 71.0
Spath Mann �11� 75.2 NA NA 0
Patel et al. �15� from �10� 77.9 NA 85.2 NA

aThe values from �6� are referred to a H2 plant, cogenerating power through a steam
cycle; thus, �G includes the contribute of electricity rather than steam export and
should be compared to SC-LC.
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produced by a particular configuration has been calculated and �ii�
the payback period of the additional investment for the power
section has been determined. The cost of hydrogen is calculated as

CoH�$/GJ� =
AC

H2LHV
� $/y

GJ/y
� �7�

where H2LHV is the amount of hydrogen produced per year and
AC is the total annual cost, given by

AC = TCIA + CO&M + CNG + CoE − CST �8�

where TCIA is the annual rate of the investment cost, CO&M is the
cost of operating and maintenance, CNG is the cost of the natural
gas, CoE is the cost of electric energy, and CST is the income for
steam export.

The capital costs have been taken from literature and upscaled
according to the power-law formula

C = C0� s

s0
	f

IF �9�

where s is the size of the equipment, C0 and s0 are the cost and the
size of the reference equipment, f is the scale factor, and IF is the
installation factor, which includes the cost for installation, BOP,

general facilities, engineering, overhead, and contingencies. The
values used for these parameters are shown in Table 5. Since the
cost of the single component is highly variable from one author to
another, the resulting total capital cost for the reference plant is
compared to other values available in literature in Table 6. It is
worth noting that Table 6 reports the investment cost for the plant
without the hydrogen compressor because this value is more fre-
quently used in the literature. The values found have been scaled
to the size investigated in this paper with a scale factor equal to
0.67. In certain cases, however, a linear dependence between the
size and the cost has been assumed, as suggested by some authors
�22�. Table 6 clearly shows that there is also uncertainty concern-
ing the capital cost of the whole hydrogen plant, though the ma-
jority is close to the mean value �$140M�. The cost predicted in
the present study seems to be reasonable and in line with the ones
obtained in the other works. Another aspect pointed out by Table
6 is that there is a strong economy of scale for the hydrogen plant,
thus the assumption of a scale factor equal to 0.67 is correct.

The annual rate of the TCI has been determined, by fixing the
interest rate at 10%, the deflation rate at 2.5% and the plant life-
time at 15 years. The resulting annual capital charge rate is 15%.
CO&M has been set to 4% of the TCI, the plant utilization factor is

Table 4 Performance of the investigated plants

REF
REF
HC

REF
LC SC

SC
HC

SC
LC GT

GT
IC

GT
LC

GT
HC CC

CC
IC

CC
LC

CC
HC

NG input-SMR feed �MWLHV� 494.2 494.2 494.2 494.2 494.2 494.2 494.2 494.2 494.2 494.2 494.2 494.2 494.2 494.2
NG input-SMR fuel �MWLHV� 84.7 - 57.6 84.7 - 75.3 73.6 - 51.3 - 75.3 - 52.1 -
NG input-GT fuel �MWLHV� - - - - - - 116.7 116.7 116.7 - 116.7 116.7 116.7 -
H2 produced �MWLHV� 435.1 378.5 435.1 435.1 358.6 435.1 435.1 383.5 435.1 255.5 434.9 382.4 435.1 254.3
GT power �MW� - - - - - - 42.3 42.3 42.3 48.4 42.3 42.3 42.3 48.4
ST power �MW� - - - 28.5 15.3 15.0 - - - - 51.7 32.5 32.3 28.6
H2 compressor �MW� 6.1 5.3 6.1 6.1 5.0 6.1 6.1 5.4 6.1 3.6 6.1 5.4 6.1 3.6
CO2 compressor �MW� 0.0 8.9 8.9 0.0 8.9 8.9 0.0 8.9 8.9 8.9 0.0 8.9 8.9 8.9
Auxiliariesa �MW� 0.8 1.2 1.2 1.4 1.7 1.7 0.5 1.0 1.0 1.0 1.8 1.9 1.9 1.9
Net power �MW� −6.9 −15.4 −16.2 21.0 −0.3 −1.7 35.6 27.1 26.3 35.0 86.1 58.6 57.7 62.7
Steam export �t/hr� 62.7 12.6 12.6 - - - 115.9 65.2 64.6 54.5 - - - -
CO2 emitted �kg/s� 32.3 5.0 8.2 32.3 5.0 9.2 38.1 11.5 14.3 5.0 38.2 11.5 14.4 5.0
CO2 captured �kg/s� - 22.6 22.6 - 22.6 22.6 - 22.6 22.6 22.6 - 22.6 22.6 22.6
CO2 captured �%� - 81.8 73.2 - 81.7 70.9 - 66.3 61.2 81.8 - 66.3 61.1 81.8
�C �%� 75.2 76.6 78.9 75.2 72.6 76.4 76.6 77.6 79.8 76.6 76.4 77.4 79.6 76.7
�H �%� 75.2 76.6 78.9 75.2 72.6 76.4 63.6 62.8 65.7 51.7 63.4 62.6 65.6 51.5
�E �%� −1.2 −3.1 −2.9 3.6 −0.1 −0.3 5.2 4.4 4.0 7.1 12.5 9.6 8.7 12.7
�G �%� 84.5 75.4 77.7 78.8 72.5 76.1 85.3 77.6 79.2 69.5 75.9 72.2 74.3 64.1

aPower consumption for auxiliaries includes: feed-water pump, cooling water pump �assumed equal to 1% of the heat removed from condensers, compressor intercoolers �16��,
amine solution pump, furnace air fan.

Table 5 Parameters used for capital cost estimation

Component C0 �106 US $2005�
a s0 Scaling parameter f IF

SMRb 3.862 890.82 CH4 input �MWLHV� 0.6c 2.3c

�SMR �HEs�d 9.951 110.57 MWTH
1 1.0

Shifte 11.275 8.819 Mmol/hr CO+H2
0.85 1.8

PSAf 7.455 0.294 kmol/s purge 0.74 1.0
H2 compressord 0.00269 - $/kWe 1 1.0
CO2 captureb 13.9 44.58 kg/s CO2

0.67 1.86
CO2 compressionf 14.8 13000 kW 0.67 1.0
Gas turbinef 30.6 67 MWE

0.67 1.0
ST and condenserf 59.2 136 MWE

0.67 1.0

Construction Interest 12% of the plant cost

aA deflation of 2.5% has been applied to the reference capital cost.
bLozza and Chiesa �17�.
cHamelinck and Faaij �18�.
dDe Lorenzo et al. �19�.
eWilliams et al. �20� in �18�.
fKreutz et al. �21�.
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90%, corresponding to 7884 operating hours. Because of the high
variability of natural gas and electricity costs, it is not easy to
choose an appropriate value for them. In particular NG cost,
which deeply affects the final cost of hydrogen, has increased
rapidly in the two last years, substantially following the trend of
oil prices. Therefore, a sensitivity analysis has been performed,
varying NG cost and other parameters, as described in the follow-
ing section.

The reference values of NG and electricity cost have been fixed
respectively at $4.7/GJ and 0.05 $ /kWh, which are common for
large users in the European market �32�. Steam cost has been set
10% higher than NG, i.e., equal to 5.17/GJ.2 This assumption can
be regarded as the trade-off between two opposite considerations:

• In thermal plant producing mainly steam, its cost derives

from a lot of different items, among which the fuel cost is
predominant. The final cost can be approximated to 1.3
times the cost of fuel �33�.

• In a hydrogen plant, steam is a by-product, generated essen-
tially by the syngas cooling. Therefore, it could be conve-
nient to sell steam even at a cost lower than the NG theo-
retically necessary to its production. It is worth noting also
that the quantity of steam produced is very high; thus, it
could be difficult to find buyers unless a very competitive
price is applied. For this reason, a sensitivity analysis has
been carried out also in relation to steam cost.

The results obtained with these assumptions are shown in Table
7. The H2 cost �$7.89/GJ� in the REF plant is relatively high if
compared to other values available in literature. However, it must
be considered that NG cost is usually set at $3/GJ, which is
significantly lower than the actual prices in the European market.
In our model, the hydrogen cost decreases to $5.9/GJ for a NG
cost of $3/GJ and grows to 9.4 for NG cost of $6/GJ. These
results are close to the ones obtained by Padró and Putsche �28�,
who found a cost of H2, respectively, equal to 6.3 and 10.6 for a
plant of an equivalent size.

It is worth noting that cogenerating power decreases the hydro-
gen cost in all the configurations except for the steam plant. How-
ever, small differences between the various configurations are ob-
served. In terms of payback period, only the GT plant seems to be
convenient, with a PB of approximately four years. This is due to
the high cost assumed for steam, which has a strong influence on
PB period as shown later.

Sensitivity Analysis. The influence of NG cost is shown in Fig.
6 for an electricity cost of $0.05/kWh and $0.06/kWh. The de-
crease of the hydrogen cost in SC, GT, and CC configurations is,
respectively, equal to $0.14/GJ, $0.23/GJ, and $0.56/GJ, if CoE
is raised to $0.06/kWh; whereas in the REF case, H2 cost in-
creases by $0.04/GJ. Obviously, the lines representing a particular
configuration have the same slope, with the lower line correspond-
ing to the lower CoE. Figure 6 also allows one to determine the
NG cost for which a plant typology maybe convenient: for ex-

2In the REF plant and in all GT cycles, steam is exported at 27 bar and 550°C;
thus, its enthalpy content is 3.5 GJ/ t. In REF, HC and LC saturated steam at 27 bar
is produced, equivalent to 2.7 GJ/ t.

Table 6 Comparison of the H2 plant TCI with values from the
literature

Source Size
Capital

Cost S0 f

Cost scaled
to present

size

tpd 106 $ $/GJ 106 $

Sjardin �22� 24.4 13.84 12.95 1 145.52
Roy �23� 48.0 41.00 19.50 0.67 144.08
Molburg, Doctor �24� 120.5 82.00 15.54 0.67 155.53
Leiby �25� in �28� 121.0 77.81 14.74 0.67 147.57
Leiby �25� in �28� 192.5 106.31 12.61 0.67 147.33
Bredesen �26� in �27� 205.1 91.80 10.22 0.67 121.94
This Study 302.4 121.05 9.14 - 120.07
Klett �6� 417.8 131.00 7.16 0.67 108.01
Foster-Wheeler �29� 607.1 265.91 10.00 0.67 170.69
Simbeck �30� 1500.0 365.00 5.56 0.67 127.81
Blok et al. �31� 2284.5 1082.65 10.82 1 148.46

Table 7 Capital and annual cost of the investigated plants. The AC is relative to the base case „CoE= $0.05/kWh, NG cost
= $4.7/GJ…

REF
REF

HC
REF
LC SC

SC
HC

SC
LC GT

GT
IC

GT
LC

GT
HC CC

CC
IC

CC
LC

CC
HC

SMR, WHB, HEs 54.7 51.6 51.9 54.7 54.1 54.0 57.8 55.7 55.6 56.5 58.2 56.1 56.1 56.9
Shift reactors, HEs 35.7 35.7 35.7 35.7 35.7 35.7 35.7 35.7 35.7 35.7 35.7 35.7 35.7 35.7
PSA unit 16.9 8.0 8.8 16.9 7.7 8.8 16.9 8.1 8.1 6.0 16.9 8.0 8.8 6.0
H2 compressor 16.4 14.3 16.4 16.4 13.6 16.4 16.4 14.5 16.4 9.7 16.4 14.5 16.4 9.6
ST and condenser - - - 20.8 13.7 13.5 - - - - 31.0 22.7 22.6 20.8
GT - - - - - - 22.5 22.5 22.5 22.5 22.5 22.5 22.5 22.5
CO2 capture - 16.4 16.4 - 16.4 16.4 - 16.4 16.4 16.4 - 16.4 16.4 16.4
CO2 compressor - 11.5 11.5 - 11.5 11.5 - 11.5 11.5 11.5 - 11.5 11.5 11.5
Construction interests 14.8 16.5 16.9 17.3 18.3 18.8 17.9 19.7 19.9 19.0 21.7 22.5 22.8 21.5
Total Capital �million $� 138.5 153.9 157.6 161.8 170.9 175.1 167.2 183.9 186.0 177.1 202.3 209.8 212.7 200.8
TCIA �million $/y� 20.9 23.2 23.8 24.4 25.8 26.4 25.2 27.7 28.0 26.7 30.5 31.6 32.1 30.3

CO&M �million $/y� 5.5 6.2 6.3 6.5 6.8 7.0 6.7 7.4 7.4 7.1 8.1 8.4 8.5 8.0
CNG �million $/y� 77.2 65.9 73.6 77.2 65.9 76.0 90.8 80.9 87.8 65.9 91.0 80.9 87.9 65.9
CoE �million $/y� 2.7 6.1 6.4 −8.3 0.1 0.7 −14.1 −10.7 −10.4 −13.8 −33.9 −23.1 −22.7 −24.7
CST �million $/y� −9.0 −1.4 −1.4 0.0 0.0 0.0 −16.6 −9.3 −9.2 −7.8 0.0 0.0 0.0 0.0
AC �million $/y� 97.4 99.9 108.6 99.8 98.6 110.0 92.0 96.0 103.6 78.1 95.6 97.8 105.7 79.5

H2 cost �$/GJLHV� 7.89 9.30 8.80 8.08 9.69 8.91 7.45 8.82 8.39 10.78 7.74 9.01 8.56 11.02
CCC �$/ t CO2CAPT� - 23.75 17.55 25.56 15.97 23.31 18.13 37.63 21.53 15.74 36.90
H2 cost �$/GJLHV�−Ctax
=20 $ / t

9.37 9.57 9.18 9.57 9.97 9.33 9.20 9.42 9.05 11.17 9.50 9.61 9.22 11.41

H2 cost �$/GJLHV�−Ctax
=40 $ / t

10.86 9.84 9.56 11.05 10.25 9.76 10.96 10.02 9.71 11.56 11.26 10.21 9.88 11.80
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ample, if CoE= $0.05/kWh, the CC plant produces hydrogen at
the lowest cost only for NG cost lower than $3.9/GJ. For higher
NG cost, the GT becomes the most convenient. The breakeven
point between these two technologies shifts to a NG cost of $5/GJ
if CoE is $0.06/kWh.

However, the results of Fig. 6 are significantly affected by the
cost of steam, which is assumed 10% higher than NG cost �as in
the base case�. This explains why GT and CC lines have different
slopes even if NG consumption is the same. The influence of
steam cost is shown on Fig. 7. The results are expressed in func-
tion of the cost ratio between steam and NG. The analysis has
been performed with three different values of NG cost: $4.7/GJ,
$5.64/GJ, and $6.58/GJ, represented respectively by solid, dotted
and gray lines. In this case, electricity cost is not fixed, but rather
proportional to NG cost, i.e., equal to $0.05/kWh, $0.06/kWh,
and $0.07/kWh.

From Fig. 7, the following consideration can be made:

• Obviously, SC and CC are not affected by steam-NG cost
ratio, as in these configurations steam is not exported.

• The assumption of an electricity cost proportional to NG
cost clearly modifies the results with respect to Fig. 6. In

fact, although in Fig. 6 the line representing the CC plant
has the highest slope, in this case if NG cost is raised by
20%, the increase of CoH in CC configuration is the lowest
�$0.92/GJ versus $1.12/GJ of SC, $1.24/GJ of GT and
$1.29/GJ of REF�.

• The CC is the configuration producing hydrogen at the low-
est cost. GT can be convenient for steam-NG cost ratio
higher than 0.9. Note that CC plant becomes even more
convenient than the other configurations when increasing
NG cost.

As previously said, the steam cost influences significantly the PB
of the plant, since in the REF plant a high amount of steam is
exported and the PB is relative to the added investment cost for
power generation. For a high cost of steam �represented by solid
lines in Fig. 8�, only GT plant can achieve PB shorter than five
years, unless the cost of electricity is raised to 0.06 �Fig. 8�b��,
which makes competitive also the PB of CC. If the steam cost is
decreased �see, for example, dotted lines representing a steam/NG
cost ratio of 0.5� the PB of CC and SC is reduced and is lower
than five years in a wide range. On the contrary, the PB of GT
plant grows significantly.

In Fig. 9, the PB period has been determined with the assump-
tion of a CoE proportional to NG cost. Differently from Fig. 8, in
this case PB is reduced by a NG cost increase. This analysis is
probably better representative of how the NG cost will influence
the PB in the future. In fact, it is expectable that CoE will follow
the trend of NG �and, in general, of oil price�. Therefore, while
Fig. 8 is useful to determine PB when CoE is given, Fig. 9 clearly
demonstrates that in future the probable increasing of NG cost
will favor the installation of a cogeneration plant.

Influence of Plant Capacity. Subsequently, an analysis has
been carried out to investigate how the plant size affects the cost
of hydrogen in the range 20–1300 MWLHV equivalent hydrogen
output. Essentially, only the capital cost has been varied with the
capacity, according to �9� with a scale factor of 0.67. The hydro-
gen plant efficiency has been set constant, whereas the efficiency
of the gas turbine has been varied in the range of 0.34–0.38,
corresponding to a turbine power output varying between 2.1 MW
and 127 MW. The results are illustrated in Figs. 10 and 11. For a
high steam cost �Fig. 10�, the CoH in the REF plant remains the
lowest for plant capacity smaller than 600,000 Sm3/d
��75 MWLHV H2�; for a bigger capacity GT plant becomes the
most convenient: this would require a gas turbine of at least
7.5 MW. CC configuration produces hydrogen at a lower cost
than REF for a capacity higher than 2.1�106 Sm3/d, equivalent

Fig. 6 CoH in function of NG cost for a CoE of $0.05/kWh
„solid lines… and $0.06/kWh „dotted lines…

Fig. 7 CoH in function of cost ratio between steam and NG. Solid lines:
NG= $4.7/GJ; CoE= $0.05/kWh and dotted lines: NG= $5.64/GJ; CoE
= $0.06/kWh. Gray lines: NG= $6.58/GJ; CoE= $0.07/kWh.
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to the installation of a 26 MWE gas turbine �57 MWE combined
cycle�. For a steam-NG cost ratio equal to 0.5 �see Fig. 11�, the
lowest CoH is obtained in REF plant for a capacity smaller than
1.1�106 Sm3/d ��140 MWLHV H2� and in CC for bigger plants,
thus requiring at least 30 MWE produced in combined cycle. In
this case, SC is also competitive, showing a lower CoH than REF
for a capacity higher than 1.1�106 Sm3/d.

The PB period relative to the investment cost for the power
section is shown in Fig. 12 for two values of CoE and steam cost.
The PB analysis is very significant, since the simple CoH is not

sufficient to evaluate the convenience of an investment. For ex-
ample, if a PB of five years is considered acceptable, for a CoE of
$0.05/kWh �Fig. 12�a�� and steam/NG=1.1 in GT plants, this
result is obtained by a plant size of approximately 2.1
�106 Sm3/d �corresponding to a gas turbine of 25 MWE�. This
capacity is approximately equal to 3.5 times the capacity for
which the CoH is lower in GT. If the CoE is raised to $0.06/kWh,
a PB of five years is obtained for a plant size of approximately
1.4�106 Sm3/d �17 MWE�. CC configuration can achieve a PB
of five years only for the higher CoE with a plant capacity of 3
�106 Sm3/d. If steam is sold at a cost equal to 0.5 times the cost
of NG, the results are quite different: SC and CC show shorter PB
than GT and for CoE equal to $0.05/kWh they achieve a PB of
five years both for a capacity of 4.7�106 Sm3/d �equivalent to a
CC of 128 MW and SC of 38 MW�, which is reduced to 1.7 �CC�
and 1.9 �SC� by a CoE of $0.06/kWh �equivalent to a CC of
46 MW and SC of 16 MW�.

Cost of CO2 Capture. The main difference in the capital cost
between the standard plants and the plants with carbon capture is
the cost of the equipment for CO2 removal and compression.
Table 7 shows that in the plants with capture the cost for PSA
system decreases �it is approximately one-half of the standard
plant�, as the scaling parameter used for calculation is the mole
flow of the off-gas, which is significantly reduced by CO2 absorp-
tion. In the REF plant, TCI is higher, respectively, by 11% and
14% than REF-HC and REF-LC. This result is in line with Klett et
al. �7�, which found an increase of 9% in the TCI. It is worth
noting also that other parameters affect the final TCI, such as the

Fig. 8 PB period relative to the investment for power plant:
CoE is fixed at $0.05/kWh „a… and $0.06/kWh „b…. Steam-NG
cost ratio is 1.1 „solid lines…, 0.8 „dashed lines…, and 0.5 „dotted
lines….

Fig. 9 PB period relative to the investment for power plant in
function of NG cost: CoE=0.05/4.7ÃNGcost „$/kWh…;
Steam-NG cost ratio is 1.1 „solid lines…, 0.8 „dashed lines…, and
0.5 „dotted lines…

Fig. 10 Influence of plant capacity on CoH for NG cost
= $4.7/GJ, CoE= $0.05/kWh, steam/NG cost�1.1

Fig. 11 Influence of plant capacity on CoH for NG cost
= $4.7/GJ, CoE= $0.05/kWh, steam/NG cost�0.5
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cost of H2 compression, which is proportional to the amount of
hydrogen produced. The cost of CO2 capture has been determined
as

CCC�$/t� = 
CoHCAPT − CoH

�CO2CAPT

H2LHV
	 �$/GJ

t/GJ
�10�

where the subscript CAPT indicates the plant with carbon capture.
Thus CCC is expressed as the ratio between the increase in the
hydrogen cost due to the carbon capture and the amount of carbon
dioxide captured per GJ of hydrogen produced. The results �Table
7� are particularly interesting because they show that the cost for
carbon capture is very much different in relation to the configu-
ration employed. It is evident that in all the cases the lowest
hydrogen cost is obtained in the LC configuration. This is substan-
tially due to the best conversion efficiency, which characterizes
this kind of technology. Figure 13 shows how the NG cost affects
the hydrogen cost in the REF plant if two different carbon taxes
are applied. For a carbon tax of $20/ t CO2 emitted, the REF plant
produces hydrogen at a cost substantially higher than LC, but
lower than HC. This is in agreement with the results of Table 7, in
which the cost of carbon capture is 23.75 and 17.55, respectively
for HC and LC: a carbon tax of $20/ t CO2 makes attractive only
the second option. However, it is worth noting that for high values
of NG cost ��$6.2/GJ�, CoH is lower in REF than in LC. This is
due to the steam and electricity cost, both assumed proportional to
NG cost. In particular, the high steam-NG cost ratio �equal to 1.1�
favors the REF plant, which exports much more steam than con-
figurations with capture.

If carbon tax is raised to $40/ t CO2 the cost of the H2 in REF
is 6–15% higher than in HC and 9–18% than in LC. This clearly
shows the convenience of carbon capture in the plants producing
only hydrogen in presence of a carbon tax. The increase in TCI

�+$15.4�106 in HC and +$19.1�106 in LC compared to stan-
dard plant� is substantially recovered in a brief period if a carbon
tax of $25/CO2 is applied, as the AC decreases by $16.8�106

and $5.8�106, respectively, for HC and LC �PB is 1 y for HC
and 4.5 y for LC�.

Cogeneration plants show similar results: the dependence of
hydrogen cost on carbon tax is shown in Fig. 14. It is worth noting
that LC configurations have the lowest cost in a wide range �for
carbon tax higher than $15/ t and lower than $90/ t�. On the con-
trary, in GT-HC and CC-HC the CCC is the highest; thus, hydro-
gen price in these configurations is lower than in the relative stan-
dard plant only for carbon tax higher than �$50/ t.

In plants with CO2 capture, the PB period can be considered as
the PB relative to the investment increase for CO2 capture. Figure
15 shows the trend of PB in LC configurations in function of the
carbon tax. For a Ctax equal to $25/ t, all the plants have a PB

Fig. 12 Influence of plant capacity on PB for NG cost= $4.7/GJ.
Steam/NG cost�1.1 „solid lines… and 0.5 „dotted lines…. „a… CoE
= $0.05/kWh and „b… CoE= $0.06/kWh.

Fig. 13 Influence of NG cost on CoH in the REF plant, for a
carbon tax of $20/tCO2 „solid lines… and $40/tCO2 „dotted lines…
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lower than five years; the PB decreases to less than two years for
a Ctax of $35/ t. For the analysis of the PB period in IC and HC
plants, a different approach has been followed. The results illus-
trated in Table 7, in fact, have been obtained with the same NG
input to the reformer, in order to investigate plants characterized
by equipment of the same size. This causes a lower H2 production
in HC and IC configurations, while the analysis of PB period
should be related to plants of the same capacity. To this aim, HC
and IC plants have been scaled to the same H2 production of the
standard and LC case �equivalent to 435 MWLHV�. Table 8 shows
the main results, which substantially are close to the ones obtained
with the previous approach. Of course, the main differences con-

cern GT-HC and CC-HC, which require a 1.7 times larger size.
The trend of PB period for HC and IC as a function of the carbon
tax is depicted in Fig. 16.

Conclusion
In this paper, a technoeconomic analysis has been carried out to

investigate the possibility of cogenerating power and removing
CO2 in hydrogen plants based on steam methane reforming. In the
reference plant, the resulting cost of hydrogen is $7.89/GJ, for a
natural gas cost equal to $4.7/GJ, a cost of electricity of
$0.05/kWh, and a steam cost of $5.17/GJ. For a combined cycle

Fig. 14 Influence of Ctax on CoH „NG cost= $4.7/GJ, CoE= $0.05/kWh…
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integrated plant, H2 cost decreases to $7.74/GJ, while the cost in
gas turbine plant is $7.45/GJ. However, the cost of hydrogen in
GT plant is strongly affected by the cost of exported steam, which,
instead, does not influence CC and SC. These configurations can
be convenient both for a lower cost of steam or a higher cost of
electricity. A plant capacity of �2.1�106 Sm3/d is required to
obtain a payback period relative to the investment for GT cycle
lower than five years. This corresponds to the installation of a gas
turbine of 25 MWE. If the cost of steam is equal to 0.5 times the
cost of natural gas and electricity is sold at $0.06/kWh, the CC
and SC show the shortest PB, equal to five years, respectively, for
capacity of 1.7 �CC� and 1.9�106 Sm3/d �SC� �equivalent to a
CC of 46 MWE and SC of 16 MWE�.

The best option for carbon capture is fueling the SMR furnace
and the gas turbine with natural gas, instead of hydrogen. This
reduces the percentage of carbon captured but increases the hy-
drogen production and the efficiency of the plant. In this case, the
cost of carbon capture has been estimated at $16–18/ t CO2. A
carbon tax of $25/ t is sufficient to reduce to acceptable values the
payback period relative to the investment for carbon capture.
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Nomenclature
AC � annual cost

BFW � boiler feed water
CC � combined cycle

CCC � cost of carbon capture
CoE � cost of electricity
CoH � cost of hydrogen

COMP � compressor
DLN � dry low NOx

GT � gas turbine cycle
HC � high level carbon capture
HE � heat exchanger

HRSG � heat recovery steam generator
HTS � high-temperature shift

IC � intermediate level carbon capture
IGCC � integrated gasification combined cycle

IR � interest rate
LC � low level carbon capture

LHV � lower heating value
LTS � low-temperature shift
NG � natural gas

NPV � net present value
O&M � operations and maintenance

p � pressure
PSA � pressure swing adsorption
REF � reference

SC � steam cycle
ST � steam turbine

SMR � steam methane reformer
T � temperature

TCI � total cost of investment
TIT � turbine inlet temperature �first rotor�

WHB � waste heat boiler
WKO � water knock-out

WREM � water removal

Fig. 15 Influence of Ctax on PB in LC plants „NG cost
= $4.7/GJ, CoE= $0.05/kWh…

Table 8 Results for HC and IC with a capacity of 435 MWLHV

REF
HC

SC
HC

GT
IC

GT
HC

CC
IC

CC
HC

Scale factor 1.15 1.21 1.13 1.70 1.14 1.71

TCI �106 $� 169.0 194.5 200.2 253.1 228.7 287.8
AC �106 $/y� 113.4 117.2 107.3 123.8 109.4 125.4
CoH �$/GJLHV� 9.18 9.49 8.69 10.02 8.86 10.16
CCC �$/ t CO2CAPT� 21.7 22.4 21.1 29.1 18.9 27.2
CoH �$/GJLHV�
Ctax=20 $ / t

9.45 9.77 9.29 10.42 9.46 10.55

CoH �$/GJLHV�
Ctax=40 $ / t

9.71 10.05 9.89 10.81 10.06 10.94

Fig. 16 Influence of Ctax on PB in HC and IC plants „NG cost= $4.7/GJ, CoE
= $0.05/kWh…
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Combustion Oscillation
Monitoring Using Flame
Ionization in a Turbulent
Premixed Combustor
To achieve very low NOx emission levels, lean-premixed gas turbine combustors have
been commercially implemented that operate near the fuel-lean flame extinction limit.
Near the lean limit, however, flashback, lean blow off, and combustion dynamics have
appeared as problems during operation. To help address these operational problems, a
combustion control and diagnostics sensor (CCADS) for gas turbine combustors is being
developed. CCADS uses the electrical properties of the flame to detect key events and
monitor critical operating parameters within the combustor. Previous development efforts
have shown the capability of CCADS to monitor flashback and equivalence ratio. Recent
work has focused on detecting and measuring combustion instabilities. A highly instru-
mented atmospheric combustor has been used to measure the pressure oscillations in the
combustor, the OH emission, and the flame ion field at the premix injector outlet and
along the walls of the combustor. This instrumentation allows examination of the down-
stream extent of the combustion field using both the OH emission and the corresponding
electron and ion distribution near the walls of the combustor. In most cases, the strongest
pressure oscillation dominates the frequency behavior of the OH emission and the flame
ion signals. Using this highly instrumented combustor, tests were run over a matrix of
equivalence ratios from 0.6 to 0.8, with an inlet reference velocity of 25 m/s �82 ft/ s�.
The acoustics of the fuel system for the combustor were tuned using an active-passive
technique with an adjustable quarter-wave resonator. Although several statistics were
investigated for correlation with the dynamic pressure in the combustor, the best corre-
lation was found with the standard deviation of the guard current. The data show a
monotonic relationship between the standard deviation of the guard current (the current
through the flame at the premix injector outlet) and the standard deviation of the chamber
pressure. Therefore, the relationship between the standard deviation of the guard current
and the standard deviation of the pressure is the most promising for monitoring the
dynamic pressure of the combustor using the flame ionization signal. This addition to the
capabilities of CCADS would allow for dynamic pressure monitoring on commercial gas
turbines without a pressure transducer. �DOI: 10.1115/1.2431390�

Introduction
The U.S. Department of Energy �DOE� National Energy Tech-

nology Laboratory �NETL� conducts programs that support the
global interest for clean power generation, such as the Turbine
Program. In support of the goals of the Turbine Program, re-
searchers at NETL are developing sensor technology for combus-
tion monitoring and control. This sensor development is based on
using the flame’s electrical properties to perform real-time diag-
nostics and in situ monitoring of critical combustion parameters
�1,2�. This paper describes ongoing research on ion and electron
distribution in a lean premixed turbulent combustor, which sup-
ports this sensor development effort.

It is well known that a flame can conduct electrical current
�3–6� and that the measured current conducted through the flame
relates to the flame characteristics. The flame ionization detector
�FID� used in gas chromatography �4,5� uses the measured current
through the flame to measure very low concentrations of hydro-
carbons. The reaction most often cited for providing the FID re-
sponse results from the chemi-ionization of CHO* �4,5�:

CH + O → CHO* → CHO+ + e− �1�

Application of sufficient voltage allows complete collection of
the generated electrons. The number of electrons produced has
been found to be proportional to the number of hydrocarbons in
the sample, with modifications for specific functional groups, such
as −OH. An extensive review of past research in flame ionization
has been published by Fialkov �7�.

In most practical combustion systems, mass flow rates are or-
ders of magnitude higher than the flow rates in a FID. This makes
complete charge collection very difficult �i.e., requiring very high
electric field strength�. However, a representative signal at various
conditions may be obtained at relatively low electric field
strengths.

To study the charged species distribution in premixed, turbulent
combustion, a special combustor �Fig. 1� has been built with elec-
trodes on the end of the premix injector center body and along the
combustion chamber walls. The measuring system applies a bias
to the electrodes and uses the electrons and ions in the combustion
field to complete the circuit to ground �the steel walls of the com-
bustor�. The resulting current is measured from each electrode.
Although this experiment does not specifically select ions or elec-
trons as charge carriers, it is likely that electrons are the primary
charge carriers due to their considerably higher mobility �8�.

Contributed by IGTI for publication in the JOURNAL OF ENGINEERING FOR GAS TUR-

BINES AND POWER. Manuscript received September 30, 2004; final manuscript received
August 30, 2006. Review conducted by Lee Langston. Paper presented at the ASME
Turbo Expo 2004: Land, Sea and Air �GT2004�, June 14, 2004–June 17, 2004,
Vienna, Austria. Paper Number GT2004-53881.
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Apparatus
The test combustor, designated “Sparky,” has an inside diam-

eter of 78 mm �3.07 in.� and an overall length of 927 mm
�36.5 in.�. Details of the inlet end of the combustor are shown in
Fig. 2. The guard electrode covers the last 2.5 cm �1 in.� of the
premix injector center body at the combustor inlet. It is electri-
cally isolated from the remainder of the injector by ceramic insu-
lators around its support legs. The spark plug electrodes are
spaced on 25.4 mm �1 in.� centers along the sides of the combus-
tor, starting at the inlet end wall. During operation, the spark plug
electrodes are horizontally oriented on the two sides �the top view
is shown in Fig. 2�. Kistler pressure transducers are located at Pc,
Pn1, Pn2, and Pf to monitor the combustor pressure, two nozzle
pressures, and the fuel system pressure. Four uv-grade optical
fibers observe the OH emission through ports located on the top of
the combustor at OH1–OH4. In these tests the OH4 probe was
damaged. The light is carried through the fibers to photomultipli-
ers, which have UG11 filters to block visible wavelengths. The
inside diameter of the premixer is 26.6 mm �1.05 in.�. A swirler is
located at the premixer entrance shortly before fuel injection. The
tip of the premixer center body has been flared to provide local
flow acceleration, to encourage the flame to anchor downstream of
the premixer exit.

During operation, the airflow has been varied between 9.6 and
14.4 g/s �1000–1500 ft3 /h at 60°F, 1 atm�, with equivalence ra-
tios from 0.6 to 0.8 using commercial natural gas as the fuel. A
variable quarter-wave resonator has been attached to the fuel
manifold to allow for acoustic tuning of the fuel injection system.
This is discussed by Richards et al. �9�. In these tests, the acoustic
tuner has been applied to change the magnitude and frequency of
the combustion oscillations. A constant bias of +5 V has been
applied to all electrodes. The current flow from each electrode is
read independently through a prototype system built at NETL.
Each channel is scaled independently to optimize the signal level.
Only 12 current channels were available during the experiments
discussed here; electrodes A1-A9, B1, B2, and the guard electrode
were monitored. The analog voltages were recorded on two TEAC
recorders at 6 kHz and 12 kHz. One channel on each recorder was
reserved for a synchronization signal, which was used to time
synchronize all the data upon processing into a digital file.

Experimental Results
Twenty individual signals were monitored at 6 kHz. Two

samples of the data are shown in Figs. 3 and 4. Both show data
from the combustor operating with a reference velocity �average
airflow velocity in premixer� of 25 m/s �82 ft/ s� and equivalence
ratio of 0.7. The acoustic tuner has been adjusted to change the
magnitude and frequency of the oscillations between the two
cases. In the first case �Fig. 3�, the primary frequency of oscilla-
tion is 193 Hz, with an rms dynamic pressure of 0.69 psi
�4.8 kPa�, 4.7% of the operating pressure. In the second case �Fig.
4�, the primary oscillation has shifted to a frequency of 164 Hz
with an rms dynamic pressure of 1.48 psi �10.2 kPa�, 10.1% of
the operating pressure. For simplicity, these will be referred to as
the 193 Hz case and the 164 Hz case in the discussion. A simple
analysis of the combustor as a tube with one end closed, filled
with air at 1200 K, indicates first and third harmonic frequencies
of 193 Hz and 579 Hz.

The first column of Fig. 3 shows the current carried through
each electrode �in microamps� for a short segment of time. The
flow through the combustor follows the plots from the bottom to
the top, with the exception of electrodes B1 and B2, which are at
the same downstream locations as electrodes A1 and A2 but are
on the opposite side of the combustor. The second column of

Fig. 1 Functional diagram of the experimental combustor. The
flame provides a slightly conductive path between the guard
electrode „G…, the spark plugs, and walls of the combustor. A
voltage is applied to the guard electrode and the spark plugs;
the corresponding current is measured.

Fig. 2 Diagram of inlet end of the Sparky combustor „dimensions in inches…. The spark plug
electrodes are labeled A1–A10 and B1–B10, and have a 25.4 mm „1 in.… spacing. The OH* de-
tectors are labeled OH1–OH4, and are on a 50.8 mm „2 in.… spacing. The pressure transducers
are labeled Pc „combustor…, Pn1 „nozzle 1 pressure…, Pn2 „nozzle 2 pressure…, and Pf „fuel inlet
pressure…. The guard electrode is on the end of the premixer center body.
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graphs shows the combustor chamber pressure �measured by Pc in
Fig. 2 and labeled psi in Figs. 3 and 4�, the signals from the OH
point sensors OH1–OH3, and the OH signal from a filtered PMT
looking into the combustor from the outlet �OH_tot�. The OH
point signal graphs have been located adjacent to the correspond-
ing electrode graphs, based on their downstream location.

Discussion

Real-Time Data. The initial results must be seen in light of two
factors. First, the potential field for each spark plug is very local-
ized �Fig. 5�. Second, the guard electrode potential field, although
further reaching, is also fairly localized. This indicates that the
flame position is critical to the measured current from either the
centerbody or the wall electrodes.

The electronically excited OH emission in the 193 Hz case,
shown in the second column of Fig. 3, indicates that the luminous
zone of the flame is concentrated in the first 100 mm �4 in.� of the
combustor, since the OH emission drops off considerably from the
OH2 probe to the OH3 probe. In comparison, the luminous zone
of the flame extends past 125 mm �5 in.� in the 164 Hz case,
based on the strength of the OH3 signal. Although a small drop in
equivalence ratio occurred between the two cases, which would
tend to stretch out the flame, the strong increase in pressure oscil-
lation magnitude and the reduction in frequency is more likely to
have produced this extension of the luminous flame zone. The
larger, slower oscillations are able to move the combustion zone
further upstream and downstream in the combustor, creating the
strong OH emission signal oscillations. The higher-frequency
�193 Hz� case does not move the combustion zone as much,
which leads to the reduced OH3 signal and the higher baseline
signal at OH1.

In contrast, the current signals from the wall electrodes are
stronger in the 193 Hz case than in the 164 Hz case. The 164 Hz

case does show more evidence of weak current fluctuations down-
stream, at electrodes A6 and A7, than the 193 Hz case, which
would agree with the longer flame suggested by the OH emission
signals. But at locations near the premix injector exit, A1-A2, the
current signals are distinctly stronger for the 193 Hz case. With
the localized nature of the potential fields, this seems to indicate
that the flow pattern within the combustor carries more electrons
near the A1 and A2 electrodes in the 193 Hz case than in the
164 Hz case. In the 164 Hz case, the stronger guard electrode
oscillations indicate the movement of the electrons back toward
the tip of the injector center body, and possibly into the premixer.
This flashback behavior has been observed in previous combustor
testing in this facility �1�. Analysis of the system using computa-
tional fluid dynamics �CFD� with careful consideration of the fuel
system acoustics is expected to add further insight into these
results.

Careful examination of the time records for electrodes A1 and
B1, and A2 and B2 in Fig. 3 also indicates the electron distribu-
tion is not spatially uniform across the combustor. This probably
indicates the flame is either precessing or flickering at the operat-
ing condition. Both time and spatial variation of the flame is ap-
parent on a video record taken from the exhaust end of the com-
bustor. A pattern to the flame movement, however, cannot be
discerned, possibly due to the low �30 Hz� frame rate.

Finally, both the 193 Hz and 164 Hz cases show a good corre-
lation of the guard electrode current with the pressure signal. Both
show the same dominant frequency, similar to earlier observations
in high pressure testing of flame ionization sensors at NETL �10�.
This dominant frequency shows up on all the current signals, as
well as the OH emission signals �Fig. 6�. This suggests the flame
ionization sensor could be applied to monitoring combustion dy-
namics.

Statistical Results. A test matrix was run to investigate the link

Fig. 3 Sample data from operation at a reference velocity �25 m/s with �=0.71. The fuel
system has been tuned for smaller pressure oscillations. The electrode signals in the left
column are in microamps; the OH emission signals are in arbitrary units „193 Hz case….
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between flame ionization sensor data and dynamic pressure data.
This matrix is summarized in Table 1. Three statistics that were
examined were the mean value of the guard current �Mean�G��,
the root-mean-square value of the guard current �rms�G��, and the
standard deviation of the guard current �STD�G��. The standard
deviation of the chamber pressure �STD�P�� was selected as the
baseline statistic since the pressure transducer is a high-speed DC
transducer. Removal of the mean value in the computation of the
standard deviation allows the comparison to focus on the dynamic
pressure and not be misled by small offsets in the DC pressure
with operating condition. In the three figures shown, the value of
statistics is calculated over a four second block of time. All three

Fig. 4 Sample data from combustor with reference velocity �25 m/s, and �=0.69. The fuel
system has been tuned to produce large pressure oscillations. The electrode signals in the left
column are in microamps; the OH emission signals are in arbitrary units „164 Hz case….

Fig. 5 Potential field at an electrode pair in the combustor
without flow. The electrodes have an applied potential of 5 V.
The figure shows three-dimensional potential surfaces.

Fig. 6 Frequency spectra from real time data in the 193 Hz
case. The peak magnitudes vary considerably with electrode
location, but the dominant frequency is constant.
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figures are based on data obtained at a reference velocity �Vref�, of
25 m/s �82 ft/ s�. Adjustment of the acoustic tuner attached to the
fuel system caused variation of the magnitude of the pressure
oscillations in the combustor independent of average fuel flow and
reference velocity. Acoustic tuning, however, often changed the
pressure oscillation frequency as well as its magnitude.

An overview of the data shows that all three statistics selected
for comparison, Mean�G�, rms�G�, and STD�G�, are functions of
the equivalence ratio. This is evidenced in the comparison of the
y-axes used for the three figures, with larger y-axis spans neces-
sary for increased equivalence ratio. This trend has been observed
previously �11�, and logically follows from the greater number of
ions and electrons generated as the equivalence ratio is increased.
Blocking the data by equivalence ratio makes the link between the
test statistics and the dynamic pressure more easily observed.

Focusing on the data at an equivalence ratio ��� of 0.6 �Fig. 7�,
it is obvious that the rms value of the guard current is nearly
identical to the mean value in this case. Rms�G� and Mean�G� are
both considerably larger signals ��10X� than the STD�G�. All
three statistics increase with the standard deviation of the pres-
sure, STD�P�; however, the STD�G� appears to have much less
scatter than rms�G� and Mean�G� at low pressure oscillations. The
scatter in rms�G� and Mean�G� may be caused by the frequency
shift from 176 Hz to 182 Hz.

At an equivalence ratio of 0.6, the mean and rms values of the
guard current were nearly identical. In comparison, at an equiva-
lence ratio of 0.7 �Fig. 8�, there is now a separation between
rms�G� and Mean�G�, which appears to increase as the magnitude
of the pressure oscillations increase. The difference in signal lev-
els between STD�G� and rms�G� is considerably reduced, to about
a factor of 2. All three statistics are once again monotonic with
STD�P�, with low scatter. A nonlinear response appears to occur
with the strongest pressure oscillations. A general decrease in
dominant frequency occurs as the magnitude of the pressure os-
cillations increase, but no sudden jumps from a frequency change
are apparent.

All three statistics behaved similarly at an equivalence ratio of
0.7. Significant differences appear between the three statistics at
an equivalence ratio of 0.8, as shown in Fig. 9. At �=0.8, only
STD�G� remains monotonic with the pressure oscillation, STD�P�.
The STD�G� is a factor of 2–4X smaller than rms�G�; however,

this is offset by the large fluctuations in rms�G� with STD�P�. The
Mean�G� follows rms�G�, with varying separation between points.
The rms and mean values of the guard current appear to respond
strongly to the primary frequency of the pressure oscillations,
which display a large shift from 563 Hz to 229 Hz �likely due to
a shift in the dominant acoustic mode�. The response of STD�G�
to the frequency change of the pressure oscillations is much less
dramatic.

Based on these results, it seems apparent that although the
STD�G� is a smaller signal than rms�G�, the monotonic behavior
of STD�G� offers a simpler relationship with STD�P� than rms�G�.
This suggests that STD�G� is a superior statistic to use for sensor
development.

In analyzing the data, frequency spectra were calculated for all
the data. From these spectra, the strongest frequency peaks were
determined. The primary frequency peak in the guard current cor-
responded to the primary frequency peak in the pressure in most
cases, but not all, as shown in Fig. 10. When the primary fre-
quency peaks of the pressure and guard current match, the points
lie along the line with a slope of 1. Examination of the magnitude
of the pressure oscillations, given by STD�P�, in comparison to
the frequency of the pressure oscillations shows that the match
between the pressure oscillation and guard current oscillation fre-
quencies is dependent on the magnitude of the oscillations. If the
magnitude of the pressure oscillations lies below a threshold
�drawn in by inspection as the dashed line�, then it is too weak to
dominate the guard current signal. If the pressure oscillation is
strong enough �STD�P� is above the dashed line�, then the pres-
sure fluctuation dominates the guard current signal, and the stron-
gest frequency in the guard current matches the strongest fre-
quency in the pressure. This threshold on the frequency

Table 1 Summary of test matrix operating conditions

Parameter Range

Reference velocity 20–30 m/s �66–98 ft/ s�
Equivalence ratio ��� 0.6–0.8
Dynamic pressure �rms� �0.7–11.0 kPa� 0.1–1.6 psi

Fig. 7 Sensor statistics at �=0.6, Vref=25 m/s

Fig. 8 Sensor statistics from �=0.7, Vref=25 m/s

Fig. 9 Sensor statistics for �=0.8, Vref=25 m/s. Primary oscil-
lation frequencies of the points are indicated.
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correspondence may be reduced through the application of a
higher potential to the guard electrode, which would increase the
strength and extent of its potential field.

Conclusions
An experimental test matrix run in a turbulent, lean premixed,

atmospheric pressure combustor has shown relationships between
the chamber pressure, OH emission, and flame ionization signals.
Electrodes spaced on 2.5 cm �1 in.� intervals along the walls of
the combustor sense local ion fields. Testing has shown that the
presence of OH emission in the core of the combustor does not
necessarily indicate the presence of charged species near the
walls. However, an electrode covering the end of the premixer
center body, called the guard electrode, maintains a signal under
all observed combustion conditions.

The standard deviation of the guard electrode current has been
shown to be monotonically related to the standard deviation of the
chamber pressure �the dynamic pressure�. Through the use of a
quarter-wave resonator, the acoustics of the test combustor were
tuned to modify the amplitude and the frequency of the pressure
oscillations within the combustor. The mean, rms, and standard
deviation of the guard electrode current are all functions of the
equivalence ratio. When blocked by equivalence ratio, the stan-
dard deviation of the guard current emerges as having a mono-
tonic relationship with the dynamic pressure. The mean and rms
of the guard current do not have a monotonic relationship with the

dynamic pressure, in particular at tests at �=0.8. This appears to
be related to a much stronger sensitivity to the frequency of the
combustion oscillations on the magnitude of these statistics. The
monotonic relationship between the standard deviation of the
guard current and the dynamic pressure strongly suggests that it is
possible to monitor combustion dynamics using a flame ionization
sensor instead of a pressure transducer, with proper calibration.

Acknowledgment
This work was performed under the Turbine Program directed

by Richard Dennis. Laboratory support of C. Utt �DOE� and Par-
sons Project Services �E. Robey, R. Addis, W. Fincham�, and
video processing by the EG&G Multimedia Department �T. Ford�
is gratefully acknowledged.

Nomenclature
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Gas Turbine Combustion
Technology Reducing Both Fuel-
NOx and Thermal-NOx Emissions
for Oxygen-Blown IGCC With
Hot/Dry Synthetic Gas Cleanup
In order to improve the thermal efficiency of the oxygen-blown integrated gasification
combined cycle (IGCC) and to meet stricter environmental restrictions among cost-
effective options, a hot/dry synthetic gas cleanup is one of the most hopeful choices. The
flame temperature of medium-Btu gasified fuel used in this system is high so that NOx
formation by nitrogen fixation results to increase significantly. Additionally, the gasified
fuel contains nitrogenous compound, as ammonia, and it produces nitrogen oxides, the
fuel NOx, in the case of employing the hot/dry gas cleanup. Low NOx combustion tech-
nology to reduce both fuel-NOx and thermal-NOx emissions has been required to protect
the environment and ensure low cost operations for all kinds of oxygen-blown IGCC. In
this paper, we have demonstrated the effectiveness of two-stage combustion and nitrogen
injection techniques, and also showed engineering guidelines for the low-NOx combustor
design of oxygen-blown gasified, medium-Btu fuels. The main results obtained are as
follows: (1) Based on the basic combustion tests using a small diffusion burner, we
clarified that the equivalence ratio at the primary combustion zone has to be adjusted
according to the fuel conditions, such as methane concentration, CO/H2 molar ratio, and
calorific values of gasified fuels in the case of the two-stage combustion method for
reducing fuel-NOx emissions. (2) From the combustion tests of the medium-Btu fueled
combustor, two-stage combustion with nitrogen direct injection into the combustor results
in reductions of NOx emissions to 34 ppm (corrected at 16% O2) or less under the gas
turbine operational conditions of 25% load or higher for IGCC in the case where the
gasified fuel contains 0.1% methane and 500 ppm of ammonia. Through nitrogen direct
injection, the thermal efficiency of the plant improved by approximately 0.3% (absolute),
compared with the case where nitrogen was premixed with gasified fuel. The CO emission
concentration decreased drastically, as low as 20 ppm, or combustion efficiency was kept
higher than 99.9%. The above results have shown that a two-stage combustion method
with nitrogen direct injection is very effective for reducing both fuel-NOx and thermal-
NOx emissions at once in IGCC, and it shows the bright prospects for low NOx and stable
combustion technology of medium-Btu fuel. �DOI: 10.1115/1.2432896�

Keywords: gas turbine, combustor, gasification, medium calorific fuel, ammonia,
fuel-NOx emissions, thermal-NOx emissions, low-NOx combustion, two-stage combustion,
nitrogen direct injection

Introduction

Integrated gasification combined cycle �IGCC� is considered
one of the most important systems for future coal utilization tech-
nology in power generation systems, and is being promoted
throughout the world. In Japan, the government and electric
power companies undertook experimental research at a 200 t /day
pilot plant project �1� from 1986 to 1996. The Central Research
Institute of Electric Power Industry �CRIEPI� developed an air-
blown pressurized two-stage entrained-flow coal gasifier �2�, a
hot/dry synthetic gas cleanup system �3�, 150 MW, 1573 K class
�4�, and 1773 K �1500°C� class gas turbine combustor technolo-

gies for low-Btu fuel �5�. Of late, the government and electric
power companies are promoting a demonstration IGCC project.

Other developments concerning the IGCC system and gas tur-
bine combustor using the oxygen-blown gasified coal fuel include:
The Cool Water Coal Gasification Project �6�, the flagship dem-
onstration plant of IGCC; the Shell process �SGCP� �7� in Bugge-
num as the first commercial plant, which started test operation in
1994 with commercial operation from 1998; the Wabash River
coal gasification repowering plant �8� in the United States, in op-
eration since 1995; the Texaco process at the Tampa power station
�9�, in commercial operation since 1996; a HYCOL gasification
process for the purpose of hydrogen production, which was devel-
oped in Japan �10�; and the integrated coal gasification fuel cell
combined cycle �IGFC� pilot plant which consists of gasifier, fuel
cell generating unit, and gas turbine, in a test operation from 2002
by the Electric Power Development Co., Ltd. in Japan. Further-
more, the diversification of fuels used for the electric power in-
dustry, such as biomass, poor quality coal, and residual oil, are

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received May
23, 2005; final manuscript received October 13, 2006. Review conducted by Frank
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�GT2002�, Amsterdam, The Netherlands, June 3–6, 2002, Paper No. GT2002-30666.
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also the most significant issues for gas turbine development in
IGCC: The development of biomass-fueled gasification received
considerable attention in the United States in the early 1980s �11�
and the prospects for commercialization technology appear con-
siderably improved at present �12�; Our research institute has
started researching the gasification technology of orimulsion
�emulsion of Orinoco tar� fuel �13�. All of the systems, which
used oxygen as an oxidizer, were assumed to adopt the wet type
synthetic gas cleaning system. Moreover, in almost all systems,
premixing the surplus nitrogen, produced from the oxygen pro-
duction unit, with a gasified fuel, increases gas turbine output and
suppresses NOx emissions. From the viewpoint of both high op-
erating costs and initial costs of removing the NOx in exhaust gas
derived from the gas turbine system, the electric power industry
aims for dry low-NOx combustion technology that promises
higher thermal efficiency and environmentally sound options. For
example, electric power plants are required to comply with both
gross discharge controls and concentration regulations of NOx
emissions in each local government. Many local municipalities
regulations require the NOx emissions of 10 ppm or below in the
case of a gas turbine plant and there is restriction on groundwater
use in industries, so dry low-NOx, high-temperature combustion
technologies that could reduce NOx emissions 10 ppm or below
are expected to be developed. Those combustion technologies
could eliminate the use of denitration equipment and reduce the
cost of power generation.

With respect to the research into dry low-NOx combustion tech-
nology using medium-Btu gaseous fuel, other studies include:
White et al. �14� who studied the rich-lean combustor for low and
medium-Btu gaseous fuels; Döbbeling et al. �15� who studied on
low NOx combustion technology which quickly mixed fuel with
air using the ABB double cone burner �called the EV burner�;
Döbbeling et al. �16� who studied the premixed combustion tech-
nology of medium-Btu gaseous fuel in a fundamental small burner
for low NOx emissions, because the burning velocity of medium-
Btu fuel was about six times greater than conventional natural gas,
a premixed combustion for low NOx emissions was so far difficult
to adopt; Cook et al. �17� who studied the effective method of
returning nitrogen to the cycle, where nitrogen is injected from the
head end of the combustor for NOx control; Zanello and Tasselli
�18� who studied the effects of steam content in the medium-Btu
gaseous fuel on combustion characteristics; and Hasegawa et al.

who studied low-NOx combustion technology using surplus nitro-
gen injected from the burner �19,20� and with lean combustion of
instantaneous mixing �21�.

This paper will propose the dry low-NOx combustion technol-
ogy for medium-Btu gasified fuel containing ammonia, and pro-
vide useful engineering guidelines for the research and develop-
ment of a gas turbine combustor using nitrogen injection
technology at the burner of the combustor for fuel-NOx and
thermal-NOx emissions control.

Description of the Oxygen-Blown IGCC System

Characteristics of the Oxygen-Blown IGCC System. In the
oxygen-blown IGCC system, a large quantity of nitrogen is pro-
duced in the air separation unit. In many of the conventional sys-
tems, a part of the nitrogen is used to feed coal into the gasifier
and so on, and gasified coal fuels are premixed with the rest of the
nitrogen and injected into the combustor to increase electric
power and to decrease thermal-NOx emissions from the gas tur-
bine. However, power to compress the surplus nitrogen is high in
the case of premixing its nitrogen with gasified fuel. If the surplus
nitrogen could be injected directly into the combustor, transmis-
sion end efficiency would increase by around 0.3%. In this paper,
we will develop a combustor for an oxygen-blown type gasifica-
tion system with a hot/dry synthetic gas cleanup facility, in which
coal is fed into the gasifier as a water–coal slurry or with some
nitrogen as a pulverized powder, and the rest of the nitrogen will
be directly injected into the gas turbine combustor. The develop-
ment of the combustor is intended for 1773 K �1500°C�-class
�combustor-exit gas temperature is about 1773 K� gas turbines, in
which gasified fuels contain ammonia not removed by the hot/dry
gas cleanup. Furthermore, it is necessary to return a large quantity
of nitrogen produced from the air-separation unit �as much as the
fuel flow rate� to the cycle from the standpoint of recovering
power for oxygen production. Basically, the flow rate of the sur-
plus nitrogen produced in the air-separation unit is almost propor-
tional to the fuel flow rate at any gas turbine load, and all surplus
nitrogen should be effectively injected into a gas turbine combus-
tor prior to a turbine.

Characteristics of Oxygen-Blown Gasified Fuel. The typical
compositions of medium-Btu gasified fuels �7,12,13,22� produced

Table 1 Typical compositions derived from the oxygen-blown gasifiers

Fuel Coala Biomass Heavy residue Orimulsion

Coal type or mine 1 2 3 4 5
Gasifier type Fixed Entrained Entrained Entrained Entrained

Fuel feed Dry Dry Slurry

Developer BGLb Shellc HYCOL Texaco Tampellad Texaco CRIEPIe

Composition
CO 56.4% 67.8 69.5% 63.3% 40.9% 21.9%–23.1% 51.7% 43.5%
H2

25.6% 28.8 29.2% 26.3% 29.9% 12.5%–22.4% 43.1% 42.2%
CH4

6.6% 0.01 0.03% 0.3% 0.1% 2.2% 0.2% 0.4%
CO2

2.8% 2.3 1.0% 1.1% 9.5% 20.7%–18.6% 3.2% 11.8%
H2O —f �Dry base� 0.4% 12.3% 40.9%–31.5% �Dry base� �Dry base�
NH2

—f 100 600 ppm Unknown Unknown 0–200 ppm —f Unknown
H2S+COS 20 ppm 1.1 0.14% Unknown Unknown 0.285%–1.132% 1.6% 1.35%
Others �N2� 8.6% —f —f 8.6% 7.3% 1.800%–1.048% 0.2% 0.75%
CO/H2 mole ratio 2.2 2.1 2.4 2.4 1.4 1.0–1.8 1.2 1.0
HHV �MJ/m3� 13.0 12.2 12.5 11.5 9.0 5.2–6.6 12.1 11.0
LHV �MJ/m3� 12.0 11.7 11.9 10.9 8.2 4.1–5.5 11.3 10.2

a1�High-sulphur bituminous coal; 2�Illinois No. 5 coal; 3�Sufco mine; 4�Moura coal; 5�Moura coal.
bSee Ref. �22�.
cSee Ref. �7�.
dSee Ref. �12�.
eSee Ref. �13�.
fAn omission.
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in oxygen-blown gasifiers are shown in Table 1. Each gasified fuel
contains carbon monoxide �CO� and hydrogen �H2� as the main
combustible components, and a small fraction of methane �CH4�.
Fuel calorific values vary widely �5–13 MJ/m3�, from about 1/8
to 1/3 of natural gas, with raw materials and gasifier types. For
example, a gasified fuel derived from biomass contains 30–40%
steam in the fuel.

Figure 1 shows the theoretical adiabatic flame temperature of
fuels which were: �1� medium-Btu fuels, with fuel high heating
values �HHV� of 12.7 MJ/m3, 10.5 MJ/m3, 8.4 MJ/m3, and
6.3 MJ/m3 �at a temperature of 273 K basis� without nitrogen; �2�
medium-Btu fuel blended with surplus nitrogen, or low-Btu fuel
of 4.2 MJ/m3 �HHV�; and �3� methane. Calculations of flame
temperature were done with a CO–H2 mixture �CO/H2 molar
ratio of 2.33:1� under any condition, and the fuel calorific value
was adjusted with nitrogen. In the case of gasified coal fuel, the
theoretical adiabatic flame temperature rises as the fuel calorific
value increases. Fuel calorific values of 4.2 MJ/m3 and
12.7 MJ/m3 produce maximum flame temperatures of 2050 K
and 2530 K, respectively. When the fuel calorific value is
8.4 MJ/m3 or higher, the maximum flame temperature of the
medium-Btu fuel without nitrogen is about 400 K higher than that
of the nitrogen-blended fuel. That is, if the medium-Btu gasified
fuels which were produced in the oxygen-blown gasifiers were not
premixed with the surplus nitrogen, the flame temperatures of
medium-Btu fuels with fuel calorific values of 8.4–12.7 MJ/m3

�HHV� were higher than that of high-calorie gases such as natural
gas which consists mainly of methane, while the medium-Btu
fuels have the calorific values as low as 1/5 of methane. Thermal-
NOx emissions are expected to increase more when burning
medium-Btu fuel than burning high-calorie gas of natural gas. We
intend to inject surplus nitrogen directly into higher temperature
regions from the burner and to decrease thermal-NOx emissions
produced from these regions effectively.

Furthermore, gasified fuels contain ammonia when the hot/dry
synthetic gas cleanup is employed. Development of low NOx
combustion technology is necessary in order to reduce fuel-NOx
emissions originating from ammonia in the fuel at the same time
as reducing thermal-NOx emissions. The new combustion technol-
ogy is expected to reduce both fuel-NOx emissions and thermal-
NOx emissions. However, the conventional premixed combustion
is not applicable in the case of the gasified fuels containing H2
component of higher burning velocity at the higher risk of back-
fire, and the dilution of the gasified fuels with the surplus nitrogen
increase the power in the plant or the transmission end efficiency
decreases. The oxygen-blown IGCCs want the next-generation
technology to reduce both fuel-NOx and thermal-NOx emissions
at once.

Design of the Combustor

Problems of the Medium-Btu Fueled Combustor. From the
characteristic of medium-Btu, gasified fuel as mentioned above, it
should be noted that the design of a gas turbine combustor, utiliz-
ing nitrogen supply into a combustor, should consider the follow-
ing issues for an oxygen-blown IGCC with the hot/dry synthetic
gas cleanup:

1. Low NOx-emission technology: thermal-NOx production
from nitrogen fixation using nitrogen injection into the com-
bustor, and fuel-NOx emissions originating from ammonia
using a two-stage combustion must be simultaneously re-
strained; and

2. Higher thermal efficiency: nitrogen injection must be tai-
lored so as to decrease the power to compress nitrogen,
which is returned into the gas turbine in order to recover a
part of the power used for the air-separation unit.

Test Device and Methods for Basic Studies. Figure 2 shows
an outline of the combustor and the tested burner. The combustor
consists of a cylinder-style combustion chamber with an inner
diameter, D, of 90 mm and a length of 1000 mm, and a primary
air swirler and fuel injection nozzle. The combustion chamber is
lined with heat insulating material and the casing is cooled with
water. There are four sections for secondary air on the sidewalls of
the combustion chamber along the direction of flow, to simulate
an axial air-inlet distribution of the gas turbine combustor. In or-
der to investigate the effect of the two-stage combustion on the
fuel-NOx and thermal-NOx reductions, secondary air inlets at a
distance from the edge of the fuel injection nozzles of 3�D are
used. The diameter of the secondary air inlets at the entry to the
combustor is 13 mm, and altogether 12 inlets are positioned on
the perimeter of one cross section.

The tested burner consists of a fuel injection nozzle and a pri-
mary air swirler. There are 12 injection inlets with a diameter of
1.5 mm on the fuel injection nozzle with an injection angle, �, of
90 deg. The primary air swirler has an inner diameter of 24.0 mm,
an outer diameter of 36.4 mm, and 12 vanes with a swirl angle,
�a, of 45 deg. Swirl number, S, which is calculated from the fol-
lowing equation, is 0.84

Fig. 1 Relationship between equivalence ratio and adiabatic
flame temperature for various gasified fuels and CH4

Fig. 2 Combustor and diffusion burner of basic experimental
device
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S =
2

3
�

1 − B3

1 − B2 � tan �a �1�

where B �boss ratio of swirl vane��0.66.
An air compressor supplies the air used for combustion. After

the flow of the compressed air is adjusted to the required amount
by the orifice meter and flow control valve, the air is heated to the
prescribed temperature by an air heater, and then blown into the
combustor. Primary air is injected into the combustor through a
primary air swirler positioned around the fuel injection nozzle,
and secondary air is input through air holes in the sidewalls of the
combustor.

CO and H2, which are the main combustible components of the
fuel, are mixed in the prescribed proportions and fed into a cylin-
der to be used. The combustible components are diluted with N2
to create the required calorific value, heated to the prescribed
temperature by an electric heater, and fed through the fuel injec-
tion nozzle. The small amounts of NH3 and CH4 are controlled by
a thermal mass flow controller, and premixed with the fuel before
reaching the fuel injection nozzle.

In this study, sample gases were extracted from the exit of the
combustor through a water-cooled stainless-steel probe and con-
tinuously introduced into an emissions console, which measured
CO and CO2 by a infrared analysis, NOx by chemiluminescence
analysis, O2 by paramagnetic analysis, and hydrocarbons by a
flame ionization detector. The sampling probe was located at a
distance of about 1.5 m downstream from the burner. Concentra-
tions of calibration gases for CO, CO2, NO, O2, and CH4 are
270 ppm, 18%, 20 ppm for low-range NO and 180 ppm for high-
range NO, 20%, and 90 ppm, respectively. Each repeatability of
analyzer is between −0.5% and +0.5% of range full scale, linear-
ity is between −1.0% and +1.0% of range full scale or between
−2.0% and +2.0% of measure readings, and noise is less than
1.0% of range full scale.

Reduction of NOx Emissions With Nitrogen Injection. To
suppress thermal-NOx production originating from nitrogen fixa-
tion, we designed the burner with nitrogen injection, based on
combustion tests previously conducted using a small diffusion
burner �23�. Figure 3 presents an example of the test results using
a small diffusion burner, under atmospheric pressure conditions,
which indicates the influence of the primary-equivalence ratio, �p,
on thermal-NOx emission characteristics in two-stage combustion
for comparing three cases: �1� a fuel calorific value �HHV� of
12.7 MJ/m3, without nitrogen injection; �2� a fuel calorific value
of 12.7 MJ/m3, where nitrogen is blended with the primary com-
bustion air injected from the burner; and �3� a fuel blended with

nitrogen of the same quantity as case �2�, or low-Btu fuel of
5.1 MJ/m3. In the tests, the fuel did not contain NH3 and CH4. A
CO/H2 molar ratio was set to 2.33, the combustor exit gas tem-
perature, Tex, was set to 1773 K, and the fuel injection velocity
was set at a constant value of 77 m/s. The cross-sectional flow
velocity of total air was 0.53 m/s at the temperature of 273 K
basis in case �2�. From Fig. 3, we notice that nitrogen supply,
which is blended with fuel or primary air, drastically decreases
thermal-NOx emissions, and also NOx emissions decrease with
rises in �p in the case of using the two-stage combustion. That is,
thermal-NOx emissions decrease significantly by setting a fuel-
rich condition when �p is 1.3 or higher in the case of nitrogen
premixed with fuel, and by setting �p at 1.6 or higher in the case
of nitrogen premixed with primary combustion air.

With regard to fuel-NOx emissions on the other hand, Fig. 4
indicates the effects of nitrogen injection conditions on the con-
version rate of NH3 in the fuel to NOx, CR, which is calculated
from the following equation, in the same conditions with Fig. 3

CR =
��NOx� − �NOxth�� � �volume flow rate of exhaust�

�NH3� � �volume flow rate of fuel�
�2�

where �NH3� designates ammonia concentration in fuel.
To obtain the conversion rate of NH3 to NOx, CR, the concen-

tration of thermal-NOx, �NOxth�, was first measured after stopping
the supply of NH3, then the concentration of total NOx, �NOx�,
was measured while NH3 was supplied, and finally fuel-NOx was
calculated by deducting the concentration of thermal NOx from
that of total NOx. In the tests investigating fuel-NOx emissions,
1000 ppm of NH3 is contained in the medium-Btu fuel. In the
case of a fuel blended with nitrogen, fuel was diluted, or fuel
calorific value decreased to 5.1 MJ/m3 and NH3 concentration in
the fuel decreased to 400 ppm. From Fig. 4, whether with or with-
out nitrogen supplied, the staged combustion method effectively
decreased the fuel-NOx emissions, or CR drastically decreased as
the primary equivalence ratio, �p, became higher than 1.0, which
is a stoichiometric condition, and showed the minimum value at
the appropriate �p. Those optimum �p become lower when the
medium-Btu fuel was blended with nitrogen, while the optimum
�p was not influenced in the case of nitrogen blended with the
primary combustion air injected from the burner, and CR showed
a tendency to become a little higher than in the other two cases.
Furthermore, under lean–lean combustion conditions with a lower
�p than 1.0, in the case of nitrogen premixed with medium-Btu
fuel, CR becomes higher than in the case of nitrogen premixed
with the primary combustion air.

From the above, it was shown that the supply method of nitro-

Fig. 3 Effect of nitrogen injection on thermal-NOx emission
characteristics in two-stage combustion, using a small diffu-
sion burner

Fig. 4 Effect of nitrogen injection on the conversion rate of
ammonia to NOx in two-stage combustion, using a small diffu-
sion burner

Journal of Engineering for Gas Turbines and Power APRIL 2007, Vol. 129 / 361

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



gen premixed with medium-Btu fuel possibly decreases total
emissions of thermal-NOx and fuel-NOx, but careful attention
must be paid to the homogeneity of the mixture of fuel and nitro-
gen, or thermal-NOx emissions will increase. In the case of nitro-
gen premixed with the primary combustion air, total NOx emis-
sions grow slightly higher than the case of nitrogen premixed with
fuel, and the power to compress nitrogen increases a little or the
thermal efficiency of the plant decreases. That is, it is necessary to
blend nitrogen with medium-Btu fuel evenly in the combustor, in
which the lowest power to compress nitrogen is needed for nitro-
gen supply into the gas turbine, and not to collide the medium-Btu
fuel with combustion air directly.

Optimization of Two-Stage Combustion for Fuel-NOx
Reduction. It is well known that the fuel-NOx production mecha-
nisms of hydrocarbon fuels such as CH4 and nonhydrocarbon fu-
els such as CO and H2, due to reaction with nitrogenous com-
pounds in the fuel, are different �24�. Gasified fuels consist of CO
and H2 as main combustible components, but also contain thou-
sands of ppm or a small percentage of CH4. We therefore inves-
tigated the effects of CH4 and CO/H2 molar ratios in the fuel on
the production characteristics of fuel NOx caused by NH3 in the
fuel.

1. Effect of CH4 in the Fuel. Figure 5 shows the relationship
between the primary equivalence ratio, �p, in two-stage
combustion, and the conversion rate of NH3 in the fuel to
NOx, when the average temperature of combustor exit gas,
Tex, is set to 1773 K and fuel calorific value is 11.4 MJ/m3,
for fuel containing 1000 ppm of NH3, CO, and H2 of 2.33
CO/H2 molar ratio, and with a concentration of CH4 as a
parameter.

When the equivalence ratio at primary zone, �p, is less
than 1, the NH3 to NOx conversion rate, CR, increases in
direct proportion to the concentration of CH4 in the fuel; and
when �p is more than 1, under fuel-rich conditions in the
primary combustion zone and CH4-free fuel, CR decreases
as �p increases and shows a minimum at around 3 of �p. In
the case of fuel containing CH4, an optimum �p, at which
CR drops to a minimum, is varied by adjusting the concen-
tration of CH4. That is, the optimum �p increases as the
concentration of CH4 decreases. For example, the optimum
primary-equivalence ratio in the combustor has to be ad-
justed at 1.7–2.4, in the case where the simulated gasified
fuel used in the tests of the designed combustor contains
around 3.0% CH4.

The effect of the CH4 concentration on the fuel NOx pro-

duced by NH3 in gasified fuels was studied using the el-
ementary reaction kinetics �23�. The nitrogen of NH3 in the
fuel has weaker bonding power than N2. In the combustion
process, NH3 reacted with the OH, O, and H radicals and
then easily decomposed into the intermediate NHi by the
following reactions

NH3 + OH�O,H� ⇔ NH2 + H2O�OH,H2� �3�

NHi�i=1,2� + OH�H� ⇔ NHi−1 + H2O�H2� �4�

When hydrocarbon is not contained in the fuel, NHi is
converted into N2 by reacting with NO in the fuel-rich re-
gion. If fuel contains CH4, HCN is produced by reactions �5�
and �6� in the fuel-rich region and the HCN is oxidized to
NO in the fuel-lean zone

CHi�i=1,2� + N2 ⇔ HCN + NHi-1 �5�

R-CH + NHi ⇔ HCN + R-Hi, �R − = alkyl group� �6�

Some HCN is oxidized into NO by reactions �7� and �8�,
and the rest is decomposed into the N radical by reaction �9�.
The NH radical is decomposed into the NO by reactions
�10�–�12�. With the rise in CH4 concentration in gasified
fuel, the HCN increases, and NOx emissions originated from
HCN in the fuel-lean secondary combustion zone increase

HCN + OH ⇔ CN + H2O �7�

CN + O2 ⇔ CO + NO �8�

CN + O ⇔ CO + N �9�

NH + OH ⇔ N + H2O �10�

N + O2 ⇔ NO + O �11�

N + OH ⇔ NO + H �12�

On the other hand, some NHi�i=0,1,2� radicals produced by
the process of reactions �3�–�5� and �10� are reacted with
NO, where NO is supplied by Zel’dovich NO �25� produced
by reactions �11� and �12�, Prompt NO �26� produced by
reactions �5� and �7�–�9�, and fuel-NO originated by the ter-
minal process of fuel-N oxidation of reaction �10�, and de-
composed into N2 by reaction �13�

NO + NH ⇔ N2 + OH �13�

That is, it is surmized that each increase in thermal-NOx
concentration and fuel NOx affected the alternative decom-
position reaction of intermediate NH radical with NO, so
each of the NOx emissions originated from the nitrogen in
the air or fuel N decreased.

2. Effect of the CO/H2 Molar Ratio in the Fuel. Figure 6
shows the relationship between the primary equivalence ra-
tio, �p, in two-stage combustion and the conversion rate of
NH3 in the fuel to NOx, CR, when the average temperature
of combustor exit gas, Tex, was set to 1773 K and fuel calo-
rific value was 11.4 MJ/m3, for fuel containing 1000 ppm
of NH3 and no CH4, with the CO/H2 molar ratio as a pa-
rameter. The optimum primary equivalence ratio, where the
conversion rate of NH3 to NOx indicates the minimum
value, increases proportionately to the CO/H2 molar ratio in
the case of medium-Btu fuel. This is due to a lower diffusion
and oxidizing rate of CO than that of H2, and so the higher
the CO/H2 molar ratio, the slower the O2 consumption rate.
Consequently, NH3 is oxidized in the zone with a higher
concentration of O2. When the primary equivalence ratio
was less than 1.0, or under the conditions of excess air,
Hasegawa et al. �23� reported that the conversion rate in-
creases proportionately to the CO/H2 molar ratio in the case

Fig. 5 Effect of CH4 concentration in fuel on the conversion
rate of NH3 in fuel to NOx in two-stage combustion, using a
small diffusion burner
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of low-Btu fuel of 4 MJ/m3 without CH4. But different find-
ings were observed in the case of medium-Btu gasified fuel.

Characteristics of Designed Combustor. Figure 7 presents the
configuration and its function of a designed, medium-Btu fueled
1773 K �1500°C�-class combustor based on the above consider-
ations. The main design concepts for the tested combustor in the
present study were to secure stable combustion of medium-Btu
fuel with nitrogen injection in a wide range of turn-down opera-
tions, and low NOx combustion for reducing fuel-NOx and
thermal-NOx emissions. In order to secure stable combustion, we
installed an auxiliary combustion chamber at the entrance of the
combustor and the nitrogen injection nozzles in the main swirler,
which is installed at the exit of the auxiliary combustion chamber.
The overall length of the combustion liner is 445 mm and the
inside diameter is 175 mm.

Figure 8 illustrates the axial distribution of inverse way of
equivalence ratio at the rated load condition. In order to reduce the
fuel-NOx emissions, we adopted the two-stage combustion, in
which a fuel-rich combustion was carried out in the primary zone
maintaining the inverse way of equivalence ratio to 1.5 �the
equivalence ratio of 0.66� at the exit of the combustor and the
designed combustor has the following characteristics.

1. Assurance of Flame Stabilization. The ratio of the fuel allo-
cated to the auxiliary combustion chamber is 30% of the
total amount of fuel. The fuel and air are injected into the
chamber through a subswirler with a swirling angle of
30 deg. By setting the mean equivalence ratio in the auxil-
iary chamber at 2.4 under rated load conditions, a stable
flame can be maintained in the fuel-rich combustion zone
and deoxidization efficiency of NH3 can be improved in
lower load conditions. The rest of the fuel is introduced into

the main-combustion zone from that surrounding the exit of
the auxiliary combustion chamber.

2. Nitrogen Injection. Based on the basic experimental results,
we arranged the nitrogen injection intakes between fuel and
air intakes in the main swirler surrounding the primary flame
from the auxiliary combustion chamber for low thermal-
NOx emissions. Nitrogen direct injection into a combustor
has the effect of decreasing power to compress nitrogen.
From system analysis, the thermal efficiency of the plant
improves by 0.3% �absolute�, compared with the case where
nitrogen was premixed with gasified fuel before injection
into the combustor �21�. Additionally it is possible to control
the mixing of fuel, air, and nitrogen positively by way of
nitrogen being injected separately into the combustor. The
fuel, the combustion air, and the nitrogen from the burner
are separately injected into the combustor through a swirler,
�which has a 30-deg swirl angle and a 15-deg introverted
angle�, to collide medium-Btu fuel with air in an atmosphere
where nitrogen is superior in amount to both fuel and air.

3. Fuel-NOx/Thermal-NOx Reduction. In order to decrease
fuel-NOx emissions, we adopted fuel-rich combustion in the
primary zone and set the equivalence ratio in the primary-
combustion zone to be determined based on the combustion
test results using a small diffusion burner. As shown in Fig.
5, the primary equivalence ratio that minimizes the conver-
sion rate of NH3 to NOx is affected by CH4 concentration in
the fuel. Because the supplied fuel contains 3% of CH4 in
the tests, the equivalence ratio in the primary-combustion
zone was set around 1.9 and the equivalence ratio in the
auxiliary-combustion chamber was around 2.4 to maintain
the flame stabilization and to improve deoxidization of NH3
in the fuel, simultaneously.

These new technique that adopted the nitrogen direct in-
jection and the two-stage combustion, caused a decrease in
flame temperature in the primary combustion zone and the
thermal-NOx production near the burner was expected to be
controlled and decreased just as in the case of fuel blended
with nitrogen, based on the results of combustion tests using
a small diffusion burner, shown in Fig. 3.

The designed combustor was given another nitrogen in-
jection function, in which nitrogen was bypassed to premix
with the air derived from the compressor at lower load con-
ditions, and a stable flame can be maintained in a wide range
of turn-down operations. Also, because the nitrogen dilution
in the fuel-rich region affected the deoxidization character-
istics of NH3, the nitrogen bypassing technique was ex-
pected to improve fuel-NOx reduction in the cases of higher
concentration of NH3.

4. Cooling of Combustor Wall. In order to compensate for a
declined cooling-air ratio associated with a surplus nitrogen
injection into a gas turbine combustor, the tested combustor

Fig. 6 Effect of CO/H2 molar ratio on the conversion rate of
NH3 in fuel to NOx in two-stage combustion, using a small dif-
fusion burner

Fig. 7 Design concept of a medium-Btu fueled gas turbine
combustor

Fig. 8 Axial distribution of inverse of equivalence ratio at the
rated load condition
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is equipped with a dual-structure transition piece so that the
cooling air in the transition piece can be recycled to cool
down the combustor liner wall. The cooling air, flowing into
the transition piece from the exterior wall, cools the interior
wall through an impingement and convection method, and
moves to the combustor liner on the upstream side. For the
secondary-air inlet section where temperatures were ex-
pected to be especially high, the dual-cooling structure was
employed, in which the cooling air was impinged from the
air flow guide sleeve to the combustion liner. For cooling of
the overall combustion liner wall, the film-cooling method
was used.

Test Facilities and Test Method

Test Facilities. The schematic diagram of the test facilities is
shown in Fig. 9. The raw fuel obtained by mixing CO2 and steam
with gaseous propane was decomposed to CO and H2 inside a fuel
reforming device. A hydrogen separation membrane was used to

adjust the CO/H2 molar ratio. N2 was added to adjust the fuel
calorific value to the prescribed calorie, and then simulated gases
derived from gasifiers were produced.

This facility had another nitrogen supply line, by which nitro-
gen was directly injected into the combustor. Air provided to the
combustor was pressurized to 2.0 MPa by using a four-stage cen-
trifugal compressor. Both fuel and air were supplied to the gas
turbine combustor after being heated separately with a preheater
to the prescribed temperature.

The combustion test facility had two test rigs, each of which
was capable of performing full-scale atmospheric pressure com-
bustion tests of a single can for a “several” hundred MW class,
multican-type combustor as well as half-scale high-pressure com-
bustion tests, or full-scale high-pressure tests for around a
100 MW-class, multican-type combustor. Figure 10 shows a
cross-sectional view of the combustor test rig under pressurized
conditions. After passing through the transition piece, the exhaust
gas from the combustor was introduced into the measuring section
where gas components and temperatures were measured. The
components of the combustion gases were analyzed by an auto-
matic gas analyzer. After that, the gas temperature was lowered
through a quenching pot, using a water spray injection system.

Combustion tests were conducted on a full-scale, single can
combustor for a 100 MW-class gas turbine under high-pressurized
conditions.

Table 2 shows the composition of the supplied fuel used in this
paper and the typical commercial gasified fuel. As for tests, the
HHV of the supplied fuel was set at 8.8 MJ/m3 �at temperature of
273 K basis�, and a �CO+CH4� /H2 molar ratio at 1.2, so the
supplied gaseous fuel produced in the test facility simulated the
essential features of the typical commercial gasified fuel in com-
position. Due to restrictions in exact adjustment of the simulated
fuel composition in this test facility, we have investigated the
effects of the concentrations of CH4 and NH3 in the supplied fuels
on the combustion characteristics, and predicted the combustor’s
performances in the typical commercial operations. In addition,
the H2O component was represented by CO2 and the heating
value of the simulated gasified fuel was adjusted with N2 due to
restrictions of the test facility. The flow rate of surplus nitrogen
produced from the air-separation unit was 0.9–1.2 times the fuel
flow in the actual process. Since the density of the supplied fuel
was higher than that of the commercial gasified fuel, and since the

Fig. 9 Schematic diagram and specifications of experimental
facility

Fig. 10 Combustion test rig
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temperature of supplied nitrogen was lower in the test conditions
than in the actual operations, we also investigated combustor per-
formance in the case of a 0.7 kg/kg N2/fuel ratio, where the firing
temperature of the burner exit corresponded to actual operation.
Based on the reliability verification tests by the 200 t /day pilot
plant, it is expected that desulfurization efficiency of developed
hot/dry type synthetic gas cleanup is more than 95% and dust
removal efficiency is 98%. In some cases where the gasified fuels
have high concentration of chlorine depending on the gasification
methods and raw materials, we might have to remove chlorine
from the gasified fuel by antichlor of sodium series. Therefore, it
is assumed that sulfur constituent and those of chlorine in the
gasified fuels are removed thoroughly at the inlet of the gas tur-
bine combustor and these constituents are not taken into consid-
eration in the combustion tests.

Rated load conditions in the combustion tests are summarized
in Table 3. The average temperature of combustor exit gas, Tex,
was 1773 K and the combustion intensity, Ic, in the combustor at
the design point was 4.0�102 W/ �m3 Pa�.

Measurement System. Exhaust gases were sampled from the
exit of the combustor through water-cooled stainless-steel probes
located on the centerline of a height-wise cross section of the
measuring duct. The sample lines of exhaust gases were thermally
insulated with heat tape to maintain the sampling system above
the dew point of the exhaust gas. The exhaust gases were sampled
at an area averaged points in the tail duct exit face and continu-
ously introduced into an emission console which measured CO,
CO2, NO, NOx, O2, and hydrocarbons by the same methods as the
test device for basic studies using the small diffusion burner. The
medium-Btu simulated fuels were sampled from the fuel gas sup-
ply line at the inlet of combustor, and constituents of CO, H2,
CH4, H2O, CO2, and N2 were determined by gas chromatography.

Heating values of the simulated gaseous fuel were monitored by a
calorimeter and calculated from analytical data of gas components
obtained from gas chromatography.

The temperatures of the combustor liner walls were measured
by 40 sheathed type-K thermocouples with a diameter of 1 mm
attached to the liner wall with a stainless foil welding. The tem-
perature distributions of the combustor exit gas were measured
with an array of three pyrometers, each of which consisted of five
type-R thermocouples.

Test Results and Discussion

Thermal Characteristics of the Combustor Wall. Figure 11
shows the axial distributions of the combustor wall temperatures,
when the average temperature of combustor exit gas, Tex, changes
in proportion to the gas turbine load. As the exit gas temperature
was varied, the fuel flow rate was changed to maintain the airflow
rate at a constant value of 1.9 kg/s and the flow ratio of nitrogen
injection over fuel �N2/fuel� at 0.7 kg/kg. In the tests, the higher
heating value of fuel was set at a constant 8.8 MJ/m3 �at tempera-
ture of 273 K basis�, the pressure in the combustor was at
1.2 MPa, and all of the nitrogen was injected from the burner. The
other test conditions were pursuant to the standards shown in
Table 3. Even when the combustor exit gas temperature rose to
1881 K that was a little higher than the rated temperature condi-
tion of 100% load, the combustor-wall temperature remained al-
most always under 1123 K �850°C� of the allowable heat resis-
tant temperature, while the combustor-wall temperature showed a
tendency to increase with a rise in the combustor exit gas
temperature.

In the past tests of the previous-type combustor, we had exam-
ined the influence of the fuel temperature on the thermal charac-
teristics of the combustor wall. When the fuel temperature was
lowered by 110 K, the liner temperature in the fuel-rich, primary-
combustion region decreased slightly due to the increase in the
primary-equivalence ratio and the transition piece temperature
was increased slightly. In other words, the fuel temperature devia-
tion depending on the plant operational conditions was within tens
of degrees of temperature and had hardly influenced the thermal
characteristics of the combustor.

Emission Characteristics. We carried out research into the ef-
fects of the combustor-exit gas temperature, bypassing nitrogen
flow rate, nitrogen injection flow rate, NH3, and CH4 concentra-
tions in the fuel, and combustion pressure on NOx emission
characteristics.

Figure 12 shows the relationship between the average tempera-
ture of combustor-exit gas, Tex, and the emission characteristics of
both thermal NOx originating from nitrogen fixation and fuel NOx
originating from NH3 in the fuel, under the conditions that air
flow rate was set and maintained at 1.9 kg/s, the nitrogen flow

Table 2 Comparison of supplied fuel in tests and typical case
of commercial gasified fuel

Supplied fuel in test Commercial gasified fuel

Constituent
CO 31.4% 40.9%
H2

28.6% 29.9%
CH4

0%–3.0%a 0.1%
CO2

32.0% 9.5%
H2O 0% 12.3%
N2

5.0% 7.3%
NH3 0–3000 ppmb 500 ppm
HHV 8.8 MJ/m3 9.0 MJ/m3

LHV 8.1 MJ/m3 8.2 MJ/m3

aIn the case of varying CH4 concentration in the fuel, the CO and H2 constituents
were adjusted to maintain the fuel calorific value and the CO/H2 molar ratio con-
stantly, and the combustor’s performance of commercial gasified fueled-combustion
was predicted.
bNH3 concentration was different according to the gasification methods and raw
materials.

Table 3 Standard test conditions

Tair: 603 K
Tfuel: 583 K
TN2

: 333 K
N2/ fuel: 0.70 kg/kg
Tex: 1773 K
�ex: 0.66
P: 1.2 MPa
Ic: 4.0�102 W/ �m3 Pa�
Ur: 5.6 m/s �at 273 K basis�
�P /q: 1.64�102

Fig. 11 Axial distributions of combustor wall temperatures us-
ing gas turbine combustor exit gas temperature as a parameter
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rate of N2/fuel was 0.7 kg/kg, the pressure inside a combustor
was 1.2 MPa of slightly less than that of the practical operation at
the equivalent, rated load conditions, and NH3 and CH4 concen-
tration in the fuel were 500 ppm and 3.0%, respectively, just as in
the case of Fig. 11. In the tests, all of the nitrogen was injected
from the burner. As the average temperature of combustor-exit
gas, which was equivalent to the gas turbine load condition was
varied, the fuel flow rate was changed to maintain the airflow rate
at a constant value of 1.9 kg/s and the flow ratio of nitrogen
injection over fuel �N2/fuel� at a constant. The other test condi-
tions were pursuant to the standards shown in Table 3. When the
average temperature of combustor-exit gas was raised to 1173 K,
which corresponds to 25% of the gas turbine load or higher, the
conversion rate of NH3 in the fuel to NOx, CR, increased gradu-
ally, while thermal-NOx emissions were reduced as low as 10 ppm
�corrected at 16% O2�. Consequently, total NOx emissions were
around 34 ppm �corrected at 16% O2� at the rated load of 1773 K
combustor-exit gas temperatures. In order to improve the thermal
efficiency of the plant, it is necessary to raise the exhaust tempera-
ture of the gas turbine combustor. Even when the combustor-exit
gas temperature was raised to around 1873 K, total NOx emis-
sions were reduced as low as 40 ppm �corrected at 16% O2�. In
the case of fuel containing no ammonia, the thermal-NOx emis-
sions were reduced lower than 10 ppm �corrected at 16% O2�.
Furthermore, not shown in Fig. 12, CO emissions were reduced as
low as 20 ppm, at any gas turbine load, or combustion efficiency
was kept higher than 99.9%.

Figure 13 shows the effect of the cross-sectional flow velocity
of the air, Ur, on the NOx emission characteristics at the rated

temperature of 1773 K. In the tests, the nitrogen flow rate of
N2/fuel was set at 0.7 kg/kg, the pressure inside a combustor was
at 1.2 MPa, and NH3 and CH4 concentrations in the fuel were
500 ppm and 3.0%, respectively, just as in the case of Fig. 12. All
of the nitrogen was injected from the burner. With the rise in Ur,
thermal-NOx emissions have slightly decreased, while the conver-
sion rate of NH3 to fuel-NOx tended to increase. That is, since the
residence time of the combustion gas in the combustor declined
with the rise in Ur, thermal-NOx emissions decreased but main-
tained a low level of 10 ppm �corrected at 16% O2� or below. On
the other hand, reduction of NH3 into N2 in the primary combus-
tion zone declined and fuel-NOx emissions increased. If the resi-
dence time of the burned gases in the reduction combustion zone
was increased, the fuel-NOx emissions will be restrained more,
while the thermal NOx emissions maintain 10 ppm or below.

Nitrogen supply positions affected temperature distribution,
thermal NOx, and fuel-NOx production in the combustor. We ob-
served NOx emission characteristics when a part of the nitrogen
was injected into the combustor through the burner and the rest
was bypassed to premix with the combustion air, which was in-
jected from the burner-air nozzles and secondary combustion air
holes. Figure 14 shows the relationship between the ratio of by-
passing nitrogen flow rate over total nitrogen supply,
N2�BY� /N2total, and both the conversion rate of NH3 in the fuel
to NOx, CR, and NOx emissions, where air flow rate was set at
1.9 kg/s, the N2/fuel ratio was 0.7 kg/kg, the pressure was set at
1.2 MPa, and the average temperature of combustor-exit gas was
maintained at 1773 K. The conversion rate of NH3, CR, slightly
decreased with rises in the N2�BY� /N2total ratio, while thermal-
NOx emissions gradually increased to 10 ppm �corrected at 16%
O2�. Consequently, total NOx emission concentration hardly
changed under the condition of NH3 500 ppm.

Nitrogen flow rate varied according to the type of gasifier and
small changes occurred with each operation. We observed emis-
sion characteristics when nitrogen injection flow rate to the com-
bustor changed. Figure 15 shows the relationship between nitro-
gen injection and NOx emission characteristics, where air flow
rate was set at 1.9 kg/s, pressure was set at 1.2 MPa, and the
average temperature of combustor-exit gas was maintained at
1773 K. In the tests, all of the nitrogen was injected from the
burner. With rises in the N2/fuel ratio, thermal-NOx emissions
decreased, while the conversion rate, CR, increased in the lower
N2/fuel ratio and showed constant when the N2/fuel ratio was
0.8 kg/kg or higher. As a result, total NOx emissions decreased
gradually with rises in the N2/fuel ratio. Although not shown in
Fig. 15, CO emissions were reduced as low as 20 ppm at any
N2/fuel ratio, or combustion efficiency was at around 100%.

The concentration of NH3 in gasified fuel varies depending on
the types of raw material, gasifier, and gasification conditions.

Fig. 12 Effect of combustor-exit gas temperature on NOx
emission characteristics

Fig. 13 Effect of sectional flow velocity of air in the combustor
on NOx emission characteristics in the case of nitrogen
injection

Fig. 14 Effect of bypassing nitrogen flow rate, premixed with
combustion air on NOx emission characteristics
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Therefore, we carried out a study of the effects of NH3 concen-
trations in the fuel on NOx emission characteristics. Figure 16
shows the relationship between NH3 concentration in the fuel and
NOx emission characteristics when nitrogen of 0.7 kg/kg N2/fuel
ratio was injected from the burner, airflow rate was set at
1.9 kg/s, and the combustor-exit gas temperature maintained at
1773 K. With rises in NH3 concentration, total NOx emissions
increased, while the conversion rate, CR, declined. It has been
reported that higher concentration of nitrogenous compounds, in
the form of NH3 mostly, in the fuel suppresses the conversion rate
of those nitrogenous compounds into NOx �27�. Similar findings
were observed in medium-Btu gasified fuel. Furthermore, when
the nitrogen was bypassed and premixed with the combustion air,
or NH3 concentration in the primary combustion zone became
relatively higher, the conversion rate of NH3 to NOx resulted in a
decrease, while thermal-NOx emissions increased slightly, as
shown in Fig. 14. Consequently, the nitrogen bypassing method is
expected to be effective in the case of gasified fuel contained
higher concentrations of NH3.

In combustion tests, the maximum pressure was set to 1.2 MPa
of slightly less than that of the practical operation at the equiva-
lent, rated load conditions for restrictions of the fuel supply rate.
Therefore we examined the effects of pressure in the combustor
on the NOx emission characteristics. Figure 17 shows the relation-
ship between the combustion pressure and the NOx emissions. In
the tests, all of the nitrogen was injected from the burner into the
combustor, and the pressure inside a combustor was changed to
maintain the residence time of the burned gas in the combustor at
a constant. The conversion rate of NH3 to NOx slightly increased
with the rise in pressure from 0.4 MPa to 1.2 MPa, and the

thermal-NOx emissions slightly increased. The pressure indexes,
Pindex, which are the inclinations of the logarithmic values of the
thermal-NOx and total-NOx emissions against the pressure as
shown by the following equation, will be shown to be 0.37 and
0.13, respectively

�NOx�2

�NOx�1
= �P2

P1
�Pindex

�14�

where the subscripts 1 and 2 of the NOx emission, �NOx�, and the
pressure in the combustor, P, designate the respective conditions.

Regarding the effect of combustion pressure on the thermal-
NOx emissions in the gas turbine combustor using the conven-
tional hydrocarbon fuels, it is known that the production rate of
thermal-NOx originated from the Zel’dovich NO mechanism in-
creases nearly proportionately to the 1.5-th power of pressure �i.e.,
d�NO� /dt� P1.5� and the thermal-NOx emission mole fraction var-
ies in proportion to the 0.5-th power of the combustion pressure,
in theory. Actually, the number of power described above is dif-
ferent according to both combustion methods and configurations
of the combustors. However, in the case of the medium-Btu fueled
combustor with nitrogen injection, it is found that the influence of
the pressure on the thermal-NOx emissions shows a different ten-
dency from that of the hydrocarbon fuel and lower dependence of
the thermal-NOx emissions on pressure. That is because the vol-
ume of the medium-Btu fuel was larger than that of hydrocarbon
fuels, and so mixing characteristics were improved. Furthermore,
the fuel-rich combustion where produced Prompt NO was em-
ployed in the first combustion zone, but the gasified fuels con-
tained little of constituents hydrocarbons or thermal-NOx emis-
sions show a different tendency from the case of hydrocarbon
fuels. So the thermal-NOx emissions showed the weaker depen-
dence on pressure.

The simulated gasified fuel produced in the test facility was
slightly different from typical commercial gasified fuel in compo-
sition due to restrictions in the fuel supply rate. Therefore, we
examined the effects of CH4 concentration in the fuel. Figure 18
shows the effects of the CH4 concentration on the NOx emission
characteristics under the conditions of pressure 1.2 MPa and esti-
mates the NOx emissions under the rated load conditions of the
actual operations. Also, Fig. 18 shows the total-NOx emissions in
the case where the pressure in the combustor was varied maintain-
ing the CH4 concentration at around 3% of Fig. 17. In the tests,
the residence time of the combustion gas in the combustor was set
and maintained constant under the conditions where the average
temperature of combustor-exit gas was set at 1773 K, the nitrogen
of 0.7 kg/kg N2/fuel ratio was injected from the burner, and NH3
concentration in the fuel was 500 ppm. The other test conditions
were pursuant to the standards shown in Table 3. In the designed
combustor, the total NOx emissions increased proportionally to

Fig. 15 Effect of nitrogen injection flow rate from the burner
on NOx emission characteristics

Fig. 16 Effect of ammonia concentration in fuel on NOx emis-
sion characteristics

Fig. 17 Effect of pressure inside a combustor on NOx emis-
sion characteristics

Journal of Engineering for Gas Turbines and Power APRIL 2007, Vol. 129 / 367

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the pressure to the power of 0.13, while the thermal-NOx emis-
sions were proportional to the power of 0.37 of the pressure, as
shown in Fig. 17. It was found that the pressure has less influence
on the fuel-NOx emissions than on the thermal-NOx emissions.
On the other hand, the total NOx emissions decreased with the
decrease in CH4 concentration. From these experimental results,
total NOx emissions could be estimated at around 34 ppm �cor-
rected at 16% O2� under the equivalent rated load conditions of
medium-Btu fuel which contained 0.1% CH4 and 500 ppm NH3.

From the estimation method of NOx emissions shown in Fig.
18, Fig. 19 shows the combustion emission characteristics under
the simulated operational conditions of the 1773 K-class gas tur-
bine for IGCC in the case where gasified fuel contains 0.1% CH4
and 500 ppm NH3. Considering the effects of CH4 concentration
and pressure as shown in Fig. 18, it will be predicted that NOx
emissions are as low as 34 ppm �corrected at 16% O2� in the
range where the gas turbine load is 25% or higher, which is the
single fuel firing of gasified fuel, while the NOx emissions tend to
increase slightly with the rise in the gas turbine load.

On the other hand, we can expect that combustion efficiency is
around 100% under actual operational conditions of the medium-
Btu fueled gas turbine, because CO emissions tend to decrease
with the rise in pressure.

From these results, it appears that two-stage combustion and
nitrogen direct injection technique will sufficiently allow low NOx
emission levels in the case where the oxygen-blown IGCC em-
ploys the hot/dry synthetic gas cleanup and the IGCC system will
be able to achieve the full performance benefits of this concept.

Conclusions
Based on basic combustion test results using a small diffusion

burner, we designed a combustor fitted with a suitable nitrogen
injection nozzle and two-stage combustion for oxygen-blown
IGCC, and demonstrated that combustor’s performance under gas
turbine operational conditions. Test results are summarized as fol-
lows:

1. Based on the basic combustion tests, we clarified that the
equivalence ratio at the primary combustion zone has to be
adjusted according to the fuel conditions, such as methane
concentration and CO/H2 molar ratio in the gasified fuels
when reducing fuel-NOx emissions through a two-stage
combustion method.

2. From the combustion tests of the medium-Btu fueled com-
bustor, two-stage combustion with nitrogen direct injection
results in reductions of NOx emissions to 34 ppm �corrected
at 16% O2� or less under gas turbine operational conditions
of 25% load or higher for IGCC in the case where the gas-
ified fuel contained 0.1% methane and 500 ppm ammonia.
Through nitrogen direct injection, the thermal efficiency of
the plant improved by approximately 0.3% �absolute�, com-
pared with a case where nitrogen was premixed with gasified
fuel. The CO emission concentration decreased drastically,
as low as 20 ppm, or combustion efficiency was kept higher
than 99.9%.

3. The tested combustor has further shown that the total NOx
emissions were reduced as low as 40 ppm �corrected at 16%
O2�, the thermal-NOx emissions lower than 10 ppm �cor-
rected at 16% O2� in the case of fuel containing no ammo-
nia, and the combustion efficiency higher than 99.9% even
when the combustor-exit gas temperature was raised to
around 1873 K for the improvement of the plant thermal
efficiency.

The above results show that the two-stage combustion method
with nitrogen direct injection is very effective in reducing both
fuel-NOx and thermal-NOx emissions at once for higher thermal
efficiency of gas turbine in oxygen-blown IGCCs. To keep stable
supplies of energy and protect the global environment, it will be
important that human beings not only use finite fossil fuel, such as
oil and coal, but also reexamine unused resources and reclaim
waste, and develop highly effective usage of such resources. The
IGCC technologies could have the potential to use highly efficient
resources not widely in use today for power generation.
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Nomenclature
CO/H2 � molar ratio of carbon monoxide and hydrogen

in the fuel
CR � conversion rate from ammonia to NOx �%�

HHV � higher heating value of the fuel at temperature
of 273 K basis �MJ/m3�

LHV � lower heating value of the fuel at temperature
of 273 K basis �MJ/m3�

Hex � lower heating value of the unburned fuel in the
exhaust gas

Hf � lower heating value of the fuel supplied to the
combustor

Ic � combustion intensity in the combustor at tem-
perature of 273 K basis �W/ �m3 Pa��

Fig. 18 Effects of methane concentration and pressure in the
combustor on NOx emission characteristics

Fig. 19 Effect of the gas turbine load on combustion emission
characteristics
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N2/fuel � nitrogen over fuel supply ratio �kg/kg�
N2total � total injection rate of nitrogen �kg/s�

N2�BY� � flow rate of bypassing nitrogen premixed with
the combustion air �kg/s�

NOx�16%O2� � NOx emissions corrected at 16% oxygen in the
exhaust gas �ppm�

NOxth � thermal NOx emissions
P � pressure inside the combustor �MPa�

Tad � adiabatic flame temperature �K�
Tair � temperature of supplied air �K�
Tex � average temperature of combustor exit gas �K�

Tfuel � temperature of supplied fuel �K�
TN2 � temperature of supplied nitrogen �K�
Ur � mean velocity of cross-sectional flow of air at

temperature of 273 K basis �m/s�
� � combustion efficiency

�%�= �1−Hex/Hf��100%
� � equivalence ratio

�ex � equivalence ratio at combustor exit
�p � equivalence ratio in the primary combustion

zone
�P /q � total pressure loss coefficient �characteristics

section is combustor-exit�
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Investigation of Entropy Noise in
Aero-Engine Combustors
Strong evidence is presented that entropy noise is the major source of external noise in
aero-engine combustion. Entropy noise is generated in the outlet nozzles of combustors.
Low-frequency entropy noise, which was predicted earlier in theory and numerical simu-
lations, was successfully detected in a generic aero-engine combustion chamber. It is
shown that entropy noise dominates even in the case of thermo-acoustic resonances. In
addition to this, a different noise generating mechanism was discovered that is presum-
ably of even higher relevance to jet engines: There is strong evidence of broad band
entropy noise at higher frequencies (1 to 3 kHz in the reported tests). This unexpected
effect can be explained by the interaction of small scale entropy perturbations (hot spots)
with the strong pressure gradient in the outlet nozzle. The direct combustion noise of the
flame zone seems to be of minor importance for the noise emission to the ambiance. The
combustion experiments were supplemented by experiments with electrical heating. Two
different methods for generating entropy waves were used, a pulse excitation and a
sinusoidal excitation. In addition, high-frequency entropy noise was generated by steady
electrical heating. �DOI: 10.1115/1.2364193�

Introduction
Combustion noise gains importance, especially during the land-

ing approach of modern aircraft. This observation is mainly based
on the achievements in decreasing jet mixing noise and fan noise
of modern aero-engines.

The total noise radiated by a combustion chamber system con-
sists of direct and indirect combustion noise as shown in a gener-
alized acoustic energy equation by Dowling �1�. The direct noise
sources are related to the unsteady combustion process itself, e.g.,
to unsteady heat release. The indirect combustion noise is gener-
ated when a fluid with a nonuniform entropy distribution is accel-
erated in or convected through the nozzle located at the down-
stream end of the combustion chamber. The accelerated or
decelerated hot spots radiate sound. In gas turbines, the inlet guide
vanes for the first turbine stage represent a nozzle for the combus-
tion chamber flow. The flow in this nozzle is choked in aero-
engines in practically all relevant operating conditions. The under-
lying theory of the acoustic mechanism is described by Marble
and Candel �2�. In the following, indirect combustion noise �ICN�
and entropy noise �EN� are used as equivalent expressions.

Up to now, there was little direct experimental proof of the
existence of entropy noise in combustion with respect to the noise
emission to the ambiance, presumably because of the difficulty to
separate the different noise generating processes leading to en-
tropy and direct combustion noise. Exceptions are the work in
1976 of Bohn �3�, in which entropy waves and entropy noise were
generated electrically, and the experimental investigations of
Muthukrishnan et al. �4�, who separated the combustion noise
sources via a coherence analysis.

The dispersion behavior of entropy fluctuations in a combustor
flow was calculated by Sattelmayer �5�. Entropy waves are fre-
quently studied with respect to their significance as a feedback
force for combustion instabilities and thermo-acoustic oscilla-
tions; see, e.g., �6–8�. However, the contribution to the noise
emission of aero-engine combustors remained unknown. With the
goal to evaluate the respective ratio of direct and indirect combus-
tion noise, a model combustor and a reference test rig were setup

and acoustically investigated within the framework of a DFG re-
search unit on combustion noise �http://www.combustion-
noise.de�. The results of this ongoing research work are presented
in this paper.

Experimental Setup
For the experiments two different test rigs have been used. The

first one, called the entropy wave generator �EWG�, is a nonreac-
tive reference test rig to investigate the sound emission of artifi-
cially induced entropy waves in an accelerated tube flow. The
second one is a model combustor test rig to demonstrate the noise
emission of accelerated entropy perturbations in a reactive com-
bustor flow.

Entropy Wave Generator (EWG). The entropy wave genera-
tor is basically an accelerated tube flow with the capability of
inducing entropy waves via a heating module. The idea of this
setup is to optimize and test detection methods for entropy noise.
Furthermore, it allows us to validate numerical �CFD + CAA�
studies and to confirm theoretical considerations.

A sketch of the design is shown in Fig. 1. The flow, which is
supplied by a compressed air system, is calmed in a settling cham-
ber with a honeycomb flow straightener before it enters the tube
section via a bell-mouth intake. The inner diameter of the tube is
30 mm. The heating module consists of six ring sections with ten
platinum wires stretched through the each cross section. The wires
have a diameter of 25 �m and a total length of about 1.2 m. In the
current setup the wires can be heated with an electrical power of
up to 200 W. The length of the heating module in the streamwise
direction amounts to 48 mm. The tube section following the heat-
ing module is exchangeable so that three different lengths, 42.5,
92.5, and 192.5 mm, can be tested. Further downstream the flow
is accelerated through the convergent part of a convergent-
divergent nozzle and then decelerated in the subsonic divergent
diffuser part of the nozzle. The following 1020 mm long tube
section has a diameter of 40 mm and is equipped with wall-flush-
mounted microphones at different axial positions for acoustic
analysis. The flow leaves the test rig through an anechoic termi-
nation in order to minimize acoustic reflections into the measure-
ment section. The maximum mass flux limited by the air supply is
18 g/s and the maximum Mach number in the nozzle throat
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amounts to Ma=1 at a mass flux of about 11 g/s and a nozzle
diameter of 7.5 mm. A photo of the entropy wave generator is
displayed in Fig. 2.

Combustor Test Rig Setup. The combustor setup for the ex-
perimental investigation is chosen to replicate fuel-air-mixing
characteristics of full scale gas turbines while still permitting
analysis by experimental means. In order to simplify the acoustic
analysis and the numerical approach, the system is designed
axisymmetrically.

The test rig, shown in Figs. 3 and 4, consists of three sections:
combustion chamber, outlet nozzle, and exhaust duct. A swirled
dual air-flow nozzle is used to drive the combustion zone. Meth-
ane gas is injected as the fuel through an annular slot between the
air streams.

The combustion chamber itself is made of either a fused quartz
glass or a stainless steel cylinder with 100 mm inner diameter. It
has a length of 113 mm and is terminated by a convergent-
divergent nozzle as shown in Fig. 4. The outlet nozzle can be
exchanged with nozzles of different throat diameters �7.5, 17, 20,
and 30 mm� for testing the influence of the outlet Mach number
on the indirect combustion noise.

The outlet nozzle is attached to an exhaust duct with the same
diameter as the combustion chamber. In order to reduce the im-
pedance jump at the exhaust outlet, an end diffuser is installed. In
addition, the diffuser is perforated with holes of 2 mm diameter
with increasing perforation density towards the exit. This exhaust
duct termination is designed in consideration of the experimental
investigations of Shenoda �9�.

In order to excite the combustion process with perturbations, a
piezoelectric device is installed in the fuel gas supply system to
modulate the fuel mass flux dynamically. The fuel gas modulator
is driven by a frequency generator.

Sound pressure measurements in combustion environments put
high demands on the acoustic equipment. High temperatures of up
to 2000 K and highly corrosive exhaust gases forbid the usage of
normal microphone setups in the standard way. To prevent sensor
destruction a probe microphone configuration like the one shown
in Fig. 5 is used.

Due to the spatial separation of the measurement location at the

combustion chamber wall or exhaust duct and the microphone
itself, common 1

4 in. microphones can be used. The connection
between the exhaust duct wall and the microphone is realized by a
steel tube of 2 mm inner diameter. For impedance matching and
to minimize standing wave effects in the probe tube, this is ex-
tended according to the principle of the semi-infinite acoustic
duct.

The microphone itself is perpendicular and flush-mounted in-
side the cylindrical chamber shown in Fig. 5. From the rear end,
the probe tube is purged with cooling gas with a well controlled
small flow rate. The purging prevents the diaphragm of the micro-
phone from damage by corrosive combustion products. Of course,
the phase shift in the collected data due to the propagation delay
through the probe tube has to be corrected afterwards. Since the
probe tube is finite, small reflection effects remain in the transfer
function of the probe microphone. A detailed description of the
calibrated transfer functions is given by Forster et al. �10�.

In the current setup the combustion chamber can be equipped
with up to three probe microphones at different axial positions. On
the exhaust duct system 12 microphones can be installed at three
axial and four circumferential positions. From the acoustic time
series, the downstream and upstream propagating acoustic waves

Fig. 1 Sketch of the entropy wave generator „EWG…

Fig. 2 Photo of the entropy wave generator „EWG…

Fig. 3 Isometric view of the combustor test rig

Fig. 4 Sketch of the combustion chamber setup
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can be determined using an inhouse processing code for mode
analysis �11,12�. Thus, the total sound power emitted by the com-
bustion system can be determined. In the considered frequency
range, the plane wave modes are the only propagating modes.

In order to obtain information about convecting temperature
fluctuations or so-called entropy waves, bare wire thermocouples
with a diameter of 25 �m are installed in the combustion chamber
and in the throat of the outlet nozzle.

For validation purposes and to map the flow field topology, the
flow velocity field was measured using a quartz glass combustion
chamber with square cross section and a three-component laser
doppler system. Results were reported in �13–15�.

Tests and Results
The investigations meant to provide the evidence of entropy

noise can be divided into three different approaches:

1. The time domain analysis of microphone signals in a pulse
excitation mode. In the combustor setup the fuel gas supply
is regulated by a piezo-electrical gas modulator. In the EWG
rig the platinum wires are heated once per second, controlled
by square pulses from a function generator.

2. The cross-spectral analysis of microphone signals and either
thermocouple signals in the combustor rig or excitation sig-
nals in the EWG, respectively, as a reference. For this the
combustor rig is operated in a self-excited oscillating mode
while the EWG is heated periodically.

3. By the spectral analysis of broadband entropy noise emis-
sion in a higher frequency range.

In the following the results of these three different approaches
are presented for the combustor setup and the EWG rig, respec-
tively.

Pulse Excitation

Combustor Test Rig. In the combustor test rig the nonsinusoidal
excitation was implemented using a piezoelectric fuel gas modu-
lator. Hereby, once per second the fuel gas supply was increased
for a period of about 17 ms. In the postprocessing the microphone
and thermocouple signals are phase averaged in reference to the
excitation trigger signal. In this setup the thermocouple signal was
acquired from the throat position of the convergent–divergent
nozzle. The combustor was operated at a power of 9.05 kW and
an equivalence ratio of 1.25, resulting in a mean bulk velocity of
�1.2 m/s in the combustion chamber. The Mach number in the
combustor outlet nozzle was 0.5.

In the current work the thermocouple signals were not compen-
sated. The associated amplitude loss is not of interest since the
amplitudes are not further evaluated for the time domain and cross
spectral analysis. With respect to the phase relation, it is assumed
that the regarded frequency ranges are above the cutoff frequency
of the probe and therefore in a nearly phase constant region in the
low-pass filter behavior of the thermocouples. Since only relative
phase dependencies are regarded, the absolute phase error is not
relevant. However, the relative phase behavior of the thermo-
couples was determined using a chopped laser beam directed on
the thermocouple junction and was found to be approximately
constant for the here regarded frequency ranges.

Figure 6 shows the phase averaged time traces of the fuel
modulator trigger input on the left and of the thermocouple signal
in the outlet nozzle on the right. After a delay period of about
50 ms from the trigger pulse �t0=0.02 s� the thermocouple indi-
cates a distinct temperature modulation in the outlet nozzle with
an amplitude of ±0.6 V corresponding to a temperature fluctuation
in the order of ±50 K. The real temperature fluctuation is pre-

Fig. 5 Sketch of the probe microphone. The microphone is
installed in the cylindrical pressure cell.

Fig. 6 Phase averaged time series of trigger „above… and ther-
mocouple „below… signal in the pulse excitation mode
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sumedly much higher since uncompensated thermocouple data
were processed here. Thus the triggered modulation of the fuel
mass flux generates a perturbation of the heat release and with it a
convecting entropy wave.

The phase averaged microphone signals are displayed in Fig. 7.
Both the combustion chamber �left� and the exhaust duct �right�
microphone show an intense pressure pulse shortly after the fuel
trigger, which corresponds to the direct flame response. The
modulation in the fuel mass flux causes a fluctuation in the heat
release, which generates the primary propagating sound wave. But
the fluctuation in the heat release also produces a downstream
convecting entropy wave, which creates in the outlet nozzle an-
other pressure fluctuation indicated again in both microphone sig-
nals in Fig. 7. The convection time of about 50 ms fits to the mean
flow velocity and the convection path in the combustion chamber
from the flame to the nozzle. The effect of the two microphones in
the combustion chamber and the exhaust duct being out of phase
at the second pressure pulse series is also described in theory �2�.

EWG. At the reference test rig the wires in the heating module
of the EWG were electrically heated in the pulse excitation mode
once per second with a pulse of �3.5 A at 77 V and a pulse
duration of 10 ms. Under variation of various parameters like
mean flow velocity, Mach number, and distance between heating
module �EWG� and nozzle ��xewg-nozzle�, microphone signals
from positions upstream and downstream of the nozzle were ac-
quired. In the postprocessing analysis the signal traces were phase
averaged using the current excitation signal as reference.

Figure 8 shows the phase averaged signals of a microphone
downstream of the nozzle for different bulk velocities in the tube
flow and therefore different Mach numbers in the nozzle. The

heating current signal is also plotted in the graph as a dashed line.
The entropy wave induced by the EWG generates a positive pres-
sure pulse in the nozzle throat after a propagation delay. This
pressure pulse then propagates with the speed of sound and is
recorded by the microphones downstream of the nozzle. It can be
seen in Fig. 8 that the increase of the bulk velocity yields a cor-
responding decreased time delay and an increased pressure ampli-
tude. The maximum Mach number at this measurement series was
Ma=1.

Figure 9 shows the time-domain averaged signals at different
distance lengths between EWG and nozzle throat. For the mea-
surements, tube sections with different lengths have been inserted
in the test rig. Here, the bulk velocity in the tube section was
11.9 m/s and the Mach number in the nozzle Ma=1. The propa-
gation delay of the entropy wave and the corresponding pressure
pulse is equivalent to the changing propagation path between
EWG and nozzle throat if the noise generating entropy waves are
traveling with the mean velocity of the flow. The amplitudes of
the pressure pulses decrease slightly with increasing duct length,
probably due to an increased dispersion of the entropy wave.

Fig. 7 Phase averaged time series of combustion chamber mi-
crophone „above… and exhaust duct microphone „below… signal
in the pulse excitation mode

Fig. 8 Phase averaged time series of entropy-wave-generator
microphone signals in the pulse excitation mode at different
bulk velocities

Fig. 9 Phase averaged time series of EWG microphone sig-
nals in the pulse excitation mode for different tube lengths �x
between heating module „EWG… and nozzle
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Sinusoidal Excitation

Combustor Test Rig. In general, to determine the propagation
speed of traveling perturbations measured by certain sensors at
different positions, the phase relationships between the signals of
these sensors have to be analyzed. First the cross spectrum be-
tween the two sensors has to be calculated. Then the phase rela-
tion in a frequency range of strong coherence between these two
sensors has to be considered. A phase relation that is linear with
frequency stands for a propagating perturbation, whereby the
slope of the phase relation is antiproportional to the propagation
speed. Thus, at constant propagation, path perturbations propagat-
ing with the speed of sound result in a much flatter phase line than
perturbations traveling with flow velocity.

The combustion chamber setup was hereby operated in a reso-
nant self-oscillating mode at a power of 8.35 kW and an equiva-
lence ratio of 1.25. Signals from a thermocouple in the combus-
tion chamber as well as microphone signals of the combustion
chamber and the exhaust duct were acquired. The outlet nozzle
diameter used was 7.5 mm, which yields an outlet Mach number
of Ma�0.47. The mean bulk velocity in the combustion chamber
was �1.03 m/s.

Figure 10 shows the power spectrum of the thermocouple in the
combustion chamber at x=85 mm and r=25 mm with a clear
peak at 115 Hz, which is also found in the acoustic signals. This
indicates the convection of hot spots with the resonance frequency
of the system. To extract the phase relationship the cross spectral
density function is evaluated between the thermocouple and the
microphones in the combustion chamber and the exhaust duct,
respectively. Figure 11 displays the zoomed cross spectra for the
above-mentioned self-oscillating resonance case.

Considering plane propagation modes the slope in a phase-
frequency diagram is inversely proportional to the corresponding
propagation speed. The difference between the curves of the two
cross spectra in Fig. 11 is obvious. While the phase between the
thermocouple and the combustion chamber microphone �gray�
shows a negligible slope, the phase relation between the thermo-
couple and the exhaust microphone �black� indicates a much
steeper slope related to a distinctly lower propagation velocity.
Regarding a propagation distance between the thermocouple and
the convergent-divergent nozzle of 52.5 mm, the phase relation
results in a propagation velocity of approximately 3 m/s, which
matches the mean flow velocity in this region. In comparison the
speed of sound in the combustion chamber is as high as 900 m/s.
Thus, the temperature or entropy perturbation is convected with
flow velocity from the primary combustion zone passing the ther-
mocouple and accelerated in the outlet nozzle, where the entropy
noise generation takes place. The latter is detected by the exhaust
duct microphone. In contrast, the phase-frequency relationship be-

tween the thermocouple and the combustion chamber microphone
�gray� shows a phase that is almost independent of frequency,
which indicates high propagation speeds.

EWG. At the EWG test rig a cross spectral analysis was con-
ducted of measurements in a sweep excitation mode. Hereby, the
EWG module was heated with a slow sweep over a certain fre-
quency range. Since in this frequency range the microphone sig-
nals downstream of the nozzle indicate a strong coherence with
the excitation signal and also exhibit a linear phase relation, the
slope of this phase relation could be evaluated to provide the
propagation velocity of the perturbations.

Figure 12 shows the phase plot of the cross spectra between
heating current and microphone signals downstream of the nozzle
for an excitation sweep from about 85 to 145 Hz. The different
traces correspond to different tube lengths between EWG and
nozzle throat. The longest path distance ��xewg-nozzle=200 mm�
results in the steepest phase line due to the same propagation
velocity.

From this phase relation the propagation velocity can be quan-
tified as shown in Table 1. Here, the second column displays the

Fig. 10 Power spectrum of the thermocouple signal in the
combustion chamber in a self-oscillating mode

Fig. 11 Cross spectra between thermocouple and combustion
chamber microphone „gray… and the exhaust duct microphone
„black… at a self-oscillating mode

Fig. 12 Phase relation of cross spectra between heating cur-
rent and microphone signals downstream of nozzle for differ-
ent tube length between heating module „EWG… and nozzle
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time delays resulting from the slope of the phase relation at dif-
ferent tube lengths �column 1�. Considering the acoustic propaga-
tion time of the generated entropy noise, the traveling speed of the
entropy waves can determined in column 3. These phase veloci-
ties give a good agreement compared to the bulk velocity of the
flow �column 4�. However, it has to be considered that the tube
flow features a certain flow profile, where the bulk velocity, cal-
culated from the mass flux, the tube cross section, and the mean
density, is only a spatial mean value.

Broadband High-Frequency Noise

Combustor Test Rig. Further measurements in the combustion
test rig indicate another probable entropy related noise generation
mechanism. Hereby, the microphone signals of the combustion
chamber and the exhaust duct are compared.

Figure 13 displays the corresponding power spectra in a fre-
quency range up to 5 kHz. It demonstrates the increased sound
pressure level of the exhaust duct microphone �gray line� over the
combustion chamber microphone �black line� in the frequency
range between 1.4 and 3.3 kHz. The unsteady combustion process
seems to create small scale entropy perturbations, which generate
high-frequency broadband noise when accelerated through the
combustion chamber outlet nozzle. A possible jet noise contribu-
tion in the exhaust duct yields much lower sound pressure levels
due to the low mean flow velocity ��2 m/s�. Thus, jet noise
cannot be the reason for this elevated sound pressure level. Above
3.5 kHz the spectrum of the combustion chamber microphone
shows the appearance of higher acoustic modes, which are cut off
in the nozzle and cannot be observed in the exhaust duct. Since
these higher order cut-on standing waves do not emit acoustic
power, the dominating effect of broadband entropy noise in the
exhaust duct system exists for all frequencies above 1.1 kHz. The
operation conditions of this section were the same as in the pre-
vious one about the sinusoidal excitation.

EWG. In order to study broadband entropy related noise sources
the EWG heating module was heated continuously in order to
generate hot streaks in the wake of each wire. Since the distance
between the heating module and the nozzle is comparatively small
an equalization of these nonuniform temperature distributions
does not occur. The authors are convinced that the strong accel-
eration of these temperature streaks and nonuniformities through
the nozzle generates broadband entropy noise at higher frequen-
cies. A sketch of this mechanism is shown in Fig. 14.

Figure 15 shows the power spectra of microphone signals
downstream of the nozzle structure in the region from 500 to
3000 Hz. The dashed line shows the reference case without heat-
ing at a nozzle Mach number of 0.35. The peaks in the spectrum
are resonance frequencies of the flow system. The solid curve
displays the power spectrum with constant heating of all six wire
sections. It is obvious that the sound pressure level is elevated in
the heated case over almost the total frequency range. Especially
in regions with lower background noise, the augmentation of the
total noise level by entropy noise amounts up to 7 dB in sound
pressure level.

For a detailed quantification of the noise increase and its depen-
dency on the nozzle Mach number the frequency band power of
the microphone signals between 1 and 4.5 kHz has been calcu-
lated at different Mach numbers for the nonheated and the perma-
nently heated case, respectively. As a result, Fig. 16 shows a
strong nonlinear increase in frequency band power difference with
the Mach number. This observation supports the theory of Marbel
and Candel �2�, where a strong increase of entropy noise with the

Table 1 Propagation velocities of entropy waves calculated
from phase relation in comparison with bulk velocity of the flow
for different tube lengths �x between heating module „EWG…

and nozzle

Distance
�xewg-nozzle

�mm�

Time
delay
�ms�

Propagation
velocity

�m/s�

Bulk
velocity

�m/s�

50 6.9 11.7 11.9
100 9.9 13.6 11.9
200 18.1 12.8 11.8

Fig. 13 Power spectra of combustion chamber and exhaust
duct microphones up to 5 kHz

Fig. 14 Sketch of noise generation by small scale entropy per-
turbations in the entropy wave generator at constant heating

Fig. 15 Power spectrum of EWG microphone downstream of
the nozzle with and without constant heating at nozzle Mach
number 0.35
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nozzle Mach number was predicted. In Fig. 16 the measured re-
sults can be fitted by an exponential function, which underlines
the strong Mach number dependence.

Conclusion
Entropy noise is generated when convecting entropy perturba-

tions are accelerated through a nozzle at high Mach numbers. It
was shown that entropy noise is the dominant source for the pres-
sure fluctuations in the exhaust duct of a generic combustion
chamber. The same conclusions can be drawn from experiments in
a reference test rig �EWG� in which the entropy waves were gen-
erated by electrical heating.

Three different excitation schemes were applied in the electri-
cally heated reference test rig. The results in a constant heating
mode show the generation of broadband entropy noise at higher
frequencies due to a spatially nonuniform distribution of the tem-
perature in the wakes of the heating wires. The entropy noise is
shown to increase in amplitude with increasing flow Mach num-
ber as predicted theoretically.

The same effects including the high-frequency broadband en-
tropy noise in a well audible range between 1 and 3.5 kHz were
found in the combustion test rig. It was shown that even at oper-
ating conditions with self-excited thermoacoustic oscillations, the
emitted sound power of the combustion system is related to en-
tropy noise effects. So far, the nozzle outlet Mach number in the
combustion rig reached only Ma�0.5. Since the combustor outlet
of aero-engines is choked in all relevant operation conditions, and
since the effect of entropy noise is expected to increase strongly
with Mach number as shown in the reference experiment �EWG�,
it can be concluded that entropy noise will be even higher in real
jet engines.

In aero-engines it can be assumed that additional entropy noise
is generated in each turbine stage when the flow with nonuniform
entropy passes the stages.

Considering the achievements in fan and jet noise reduction, the
entropy noise mechanism requires further research activities, es-
pecially with respect to the design of future aero-engine combus-
tors to yield a more uniform temperature distribution in the outlet
of the combustor.
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Numerical Simulations of
Isothermal Flow in a Swirl Burner
In this paper, the non-reacting flow in a swirl burner is studied using large eddy simu-
lation. The configuration consists of two unconfined coannular jets at a Reynolds number
of 81,500. The flow is characterized by a Swirl number of 0.93. Two cases are studied in
the paper differing with respect to the axial location of the inner pilot jet. It was observed
in a companion experiment (Bender and Büchner, 2005, Proc. 12 Int. Cong. Sound and
Vibration, Lisbon, Portugal) that when the inner jet is retracted the flow oscillations are
considerably amplified. This is also found in the present simulations. Large-scale coher-
ent structures rotating at a constant rate are observed when the inner jet is retracted. The
rotation of the structures leads to vigorous oscillations in the velocity and pressure time
signals recorded at selected points in the flow. In addition, the mean velocities, the
turbulent fluctuations, and the frequency of the oscillations are in good agreement with
the experiments. A conditional averaging procedure is used to perform a detailed analy-
sis of the physics leading to the low-frequency oscillations. �DOI: 10.1115/1.2364198�

Introduction
In recent years, there has been increased demand for gas tur-

bines that operate in a lean premixed mode of combustion in an
effort to meet stringent emission goals. Highly turbulent swirl-
stabilized flames are often used in this context. However, swirling
flows are prone to flow instabilities, which can trigger combustion
oscillations and cause damage to the device. Lean premixed burn-
ers in modern gas turbines often make use of a richer pilot flame,
which is typically introduced near the symmetry axis.

In order to prevent the appearance of undesired flow instabili-
ties, it is necessary to understand the underlying physical phenom-
ena. Several mechanisms have been identified in the literature as
potential triggers of combustion instabilities. There is, however,
no consensus about the real importance of each of them. Lieuwen
et al. �1� suggested that heat-release oscillations excited by fluc-
tuations in the composition of the reactive mixture entering the
combustion zone are the dominant mechanism responsible for the
instabilities observed in the combustor. Other authors �2,3� favor
the in-phase formation and combustion of large-scale coherent
vortical structures. In premixed combustors, these large-scale
structures play an important role in combustion and heat-release
processes by controlling the mixing between the fresh mixture and
hot combustion products �4�.

The formation of large-scale coherent structures is a fundamen-
tal fluid-dynamical problem, which must be understood also in the
absence of combustion. Large eddy simulation �LES� is a particu-
larly suitable approach for studying this problem. It allows the
treatment of high-Reynolds-number flows and at the same time
the explicit computation of these structures. If properly conducted,
LES should have only limited sensitivity to modelling assump-
tions. In the context of swirling flows, LES was first applied by
Pierce and Moin �5�. Wang et al. �6� performed LES of swirling
flow in a dump combustor and studied the influence of the level of
swirl on the mean flow and on turbulent fluctuations. LES has also
been used in combination with other techniques like acoustic
analysis; for example, Roux et al. �7� studied the interaction be-
tween coherent structures and acoustic modes and found impor-
tant differences between iso-thermal and reactive cases.

In the present paper LES is used to study the iso-thermal flow

in a swirl burner at two different configurations. The analysis of
the results focuses on the strength and sensitivity of flow insta-
bilities generating large-scale coherent structures. In �8,9� the
present authors performed LES of an unconfined annular swirling
jet. Instabilities leading to large-scale coherent structures were
detected and identified to be responsible for the oscillations ob-
served in the corresponding experiment.

Preliminary results for the configurations considered below
were reported in �10�. These simulations were repeated thereafter
with an improved inlet condition. Furthermore, the analysis pre-
sented below goes into substantially more detail, e.g., by determi-
nation of conditional averages.

Physical and Numerical Modeling

Experimental Configuration. In �11� a co-annular swirl burner
was developed that allows the change of geometrical features over
a wide range. The burner, depicted in Fig. 1, is composed of two
co-annular jets, a central pilot jet and a concentrically aligned
main jet, whose swirl can be adjusted individually. In the experi-
mental conditions considered here, a radial swirler was used for
generating the swirl in the main jet. For the central pilot jet, an
axial swirler was used to generate a co-rotating flow.

A large number of experiments were performed with this burner
in several configurations including isothermal and reactive cases
�11,12�. For the isothermal flow without external forcing, it was
observed that axial retraction of the central jet into the duct leads
to an increased amplitude of flow oscillations reflected by audible
noise. In order to investigate this phenomenon by means of LES,
two cases were selected. In the first case the inner jet is not re-
tracted, i.e., both jets exit at the same position. In the second case,
the pilot jet is retracted by 40 mm. This retraction of the pilot jet
generates a double expansion for the main jet �see Fig. 2�.

In both cases the co-annular jets issue into an ambient of the
same fluid, which is at rest in the experiment. The outer radius of
the main jet, R=55 mm, is used as the reference length. The ref-
erence velocity is the bulk velocity of the main jet Ub
=22.1 m/s and the reference time is tb=R /Ub. The inner radius of
the main jet is 0.63R. For the pilot jet the inner radius is 0.27R and
the outer radius is 0.51R. The mass flux of the pilot jet is 10% of
the total mass flow. The Reynolds number based on the bulk ve-
locity of the main jet Ub and R is Re=81,000. The swirl number is
defined as

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received October 1, 2005; final manuscript received February 1, 2006. IGTI Review
Chair: R. S. Abhari. Paper presented at the ASME Turbo Expo 2006: Land, Sea and
Air �GT2006�, Barcelona, Spain, May 8–11, 2006, Paper No. GT2006-90764.

Journal of Engineering for Gas Turbines and Power APRIL 2007, Vol. 129 / 377
Copyright © 2007 by ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S =

�
0

R

��ux��u��r2 dr

R�
0

R

��ux�2r dr

�1�

where �ux� and �u�� are the mean axial and azimuthal velocities,
respectively. Its value at the burner exit is S=0.93.

As mentioned above, two cases have been considered, one
without retraction of the pilot jet, i.e., xpilot=0. In the second one
the retraction is xpilot=−0.73R. LDA measurements are available
for both cases �11�. In particular, radial profiles of mean and RMS
velocities are available at four axial stations in the near field of the
burner. Only for the case with retraction, power spectra of velocity
fluctuations were also measured.

Numerical Setup. The simulations were performed with the
in-house code LESOCC2 �13�, which is a successor of the code
LESOCC �14�. It solves the incompressible Navier-Stokes equa-
tions on curvilinear block-structured grids. A collocated finite-
volume discretization with second-order central schemes for con-
vection and diffusion terms is employed. Temporal discretization
is performed with a three-stage Runge-Kutta scheme solving the
pressure-correction equation in the last stage only. The Rhie and
Chow momentum interpolation �15� is applied to avoid pressure-
velocity decoupling. The dynamic Smagorinsky subgrid-scale
model �16� was used in the simulations. The model parameter was

determined using an explicit three-dimensional box filter of width
equal to twice the mesh size. The eddy viscosity was clipped to
avoid negative values and was smoothed by temporal relaxation
�17�.

The computational domain extends 32R downstream of the
burner exit located at x /R=0 and 12R in radial direction. It also
covers part of the inlet ducts �Fig. 2�. The block-structured mesh
consists of about 8.5 million cells with 160 cells in azimuthal
direction. The grid is stretched in both the axial and radial direc-
tions to allow for concentration of points close to the nozzle and
the inlet duct walls. The stretching factor is everywhere less than
5%.

The specification of the inflow conditions for both jets requires
a strong idealization. For the main jet, the way the swirl is intro-
duced is not so critical because the swirler is located upstream, far
away from the region of interest. Therefore, the flow is prescribed
at the circumferential inflow boundary located at the beginning of
the inlet duct �see Fig. 2�. At this position steady top-hat profiles
for the radial and azimuthal velocity components are imposed.
This procedure was validated in �9�. The swirler of the pilot jet, on
the other hand, is located directly at the jet outlet �Fig. 1�. A
numerical representation of this swirler would be very demanding
because of the large number of blades and was therefore not con-
sidered in the present investigation. Instead, the inflow conditions
for the pilot jet were obtained by performing simultaneously a
separate, streamwise periodic LES of developed swirling flow in
an annular pipe �see Fig. 2� using body forces to generate co-
rotating swirl with Spilot=2 as described in �18�, where Spilot is the
swirl number of the pilot jet only. Recall that Spilot has little im-
pact on the swirl number of the entire flow due to the small mass
flux of this stream. No-slip conditions were applied at solid walls.
The fluid entrained by the jet is fed in by a mild co-flow of 5% of
Ub. By using different values of the co-flow velocity it was shown
in �19� that the flow development is not sensitive to this condi-
tions. Free-slip conditions were applied at the open lateral bound-
ary. A convective outflow condition was used at the exit boundary.

In both cases simulated, the same boundary conditions were
employed. Figure 2 displays a zoom of the inflow region for
xpilot=−0.73R. In the case xpilot=0, not shown here, the inflow
region differs because the wall separating main and pilot jet and
the cylindrical center body reach until x=0, with the inflow plane
for the pilot jet still located at the same position x /R=−0.73. This
is illustrated in Fig. 3.

Average Flow
After discarding initial transients, statistics were collected for

100tb, which is long enough to obtain converged values in the
near field of the burner. The averaging was performed in time and
also along the azimuthal direction. Only resolved fluctuations are
accounted for. It was checked, however, that the modelled
subgrid-scale contributions are negligible �19�.

Streamlines. Figure 3 shows the two-dimensional streamlines
of the average flow in an axial plane for both cases. It is well
known that at this high level of swirl a recirculation zone forms in
the central region of the flow �20�. This phenomenon is related to
the presence of a low pressure region on the symmetry axis. The
influence of the retraction of the inner jet is remarkable. For
xpilot=0 the recirculation forms immediately behind the cylindrical
center body and the length of the recirculation zone is about 9R.
In the case xpilot=−0.73R the length of the recirculation zone is
only about 5R. The two streams mix before the final expansion
and the recirculation is detached from the burner. The maximum
width of the recirculation bubble is about 0.8R in both cases and it
is attained at x /R=1.2 for xpilot=0 and at x /R=1.5 for xpilot=
−0.73R. Far downstream of the jet exit, for x /R�6, the mean
flow is not fully converged in the vicinity of the symmetry axis, as
indicated by the wavy streamlines. The reason is that at this po-

Fig. 1 Sketch of the burner „taken from †11‡…

Fig. 2 Numerical setup and boundary conditions. Color repre-
sents mean axial velocity.
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sition the motions are slower and substantially longer averaging
times would be necessary to obtain a fully converged mean flow.

Mean and RMS Velocity Profiles. A comparison of simula-
tions with experiments is reported in Figs. 4–7, showing radial
profiles of mean velocity and turbulent fluctuations at several
axial stations for both cases.

The agreement with the experimental data is in general good for
the mean flow. The case xpilot=0 is well reproduced in the simu-
lation �Fig. 4�, which is noteworthy in spite of the strong ideali-
zation in setting up the inflow conditions for the pilot jet. The
limited strength of the pilot jet can be appreciated by the mean
axial and tangential velocity at x /R=0.1. In the case xpilot=
−0.73R �Fig. 5�, a discrepancy is evident at x /R=0.1; the back-
flow is overpredicted in the simulation. This implies that the re-
circulation zone in Fig. 3�b� does not correspond exactly to the
experimental one, which was measured to be slightly further
downstream. Nevertheless, other characteristics are very well pre-
dicted so that this simulation is still close to the experiment. For
example, the spreading of the jet is in good agreement with the
experiment and so are the turbulent fluctuations of axial and tan-
gential velocity �Fig. 7�. The agreement is also good for the tur-
bulent fluctuations in the case xpilot=0 �Fig. 6�.

Some features are common in both cases. Apart from the pres-
ence of a recirculation zone, two complex shear layers subject to
curvature effects are present in the flow. The inner shear layer is
formed between the main jet and the recirculation zone. The outer
shear layer is formed between the main jet and the surrounding
co-flow. In the case xpilot=0, the turbulent fluctuations generated
in these layers are clearly visible up to x /R=1 in the profiles of
RMS fluctuations by corresponding peaks �Fig. 6�. In the case
xpilot=−0.73R this feature is only observed in the profile of the
axial fluctuations very close to the jet exit 7�a�. Note also that the
level of fluctuations at x /R=0.1 is much higher for xpilot=
−0.73R. In that case the maximum RMS is about 0.5Ub while in
the case xpilot=0 it does not reach 0.3Ub. Further downstream at
x /R=3 this difference has vanished and in both cases the maxi-

mum RMS fluctuation is close to 0.3Ub, although the radial
spreading of the profiles is larger in the case xpilot=−0.73R.

Fluctuating Kinetic Energy. To conclude the description of
the average flow, Fig. 8 displays contours of the fluctuating kinetic
energy, using the same scale for both cases. It is obvious that the
retraction of the pilot jet leads to a large increase in the level of
the fluctuating energy. In the case xpilot=0 the fluctuating kinetic
energy is concentrated in the two shear layers mentioned above
and the maximum level is kmax /Ub

2�0.14. In the case xpilot=
−0.73R the kinetic energy is concentrated in three regions, just
behind the inner part of the burner, at the beginning of the recir-
culation bubble �compare Figs. 8�b� and 3�b��, and in the region of
the inner shear layer. As evidenced by the RMS profile of tangen-
tial velocity fluctuations �Fig. 7 at x /R=0.1 �and radial fluctua-

Fig. 3 Streamlines of the average flow in an axial plane „a…
xpilot=0 and „b… xpilot=−0.73R

Fig. 4 Radial profiles of mean velocity xpilot=0. „a… Axial veloc-
ity. „b… Tangential velocity. Symbols, experiments †11‡. Lines,
LES.
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tions, not shown here�, showing a pronounced local maximum at
the symmetry axis�, these two components �radial and tangential�
contribute mainly to the concentration of kinetic energy at the
beginning of the recirculation zone. The features observed here
will be discussed below in connection with the vortical structures
present in the respective flows.

Instantaneous Flow and Spectra

Coherent Structures. For a swirling annular jet, large-scale
coherent structures were identified and their evolution and inter-
action described in �8,9�. It was shown that two families of struc-
tures appear, an inner one oriented quasi-streamwise and located
in the inner shear layer formed by the jet on its boundary with the
recirculation zone �the so-called precessing vortex cores �20��,

and an outer one oriented at a larger angle to the axis and situated
in the outer shear layer formed on the boundary with the sur-
rounding co-flow. Figure 9 shows iso-surfaces of pressure fluctua-
tions p� for both cases visualizing the coherent structures of the
flow. Pressure fluctuations are more suitable for the visualization
of coherent structures than the commonly used instantaneous pres-
sure �21� because iso-surfaces of the latter are influenced by the
spatially variable average pressure field, which is unrelated to
instantaneous structures. Figures 9�a� and 9�c� display two differ-
ent levels of p� for the case xpilot=0, namely p�=−0.3 and p�=
−0.15, respectively. Figures 9�b� and 9�d� show the level p�=
−0.3 at two different instants in time for the case xpilot=−0.73. The
color of the structures is given by the radial gradient of mean axial
velocity. In the inner shear layer ��ux� /�r�0 and the iso-surface

Fig. 5 Radial profiles of mean velocity xpilot=−0.73R. „a… Axial
velocity. „b… Tangential velocity. Symbols, experiments †11‡.
Lines, LES.

Fig. 6 Radial profiles of RMS velocity xpilot=0. „a… Axial veloc-
ity. „b… Tangential velocity. Symbols, experiments †11‡. Lines,
LES.
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is light colored. In the outer shear layer ��ux� /�r�0 and the iso-
surface is dark colored.

Pronounced large-scale coherent structures are observed in the
case of the retracted pilot jet �Figs. 9�b� and 9�d��. As in the case
without inner jet �9�, two structures can be observed in these
pictures. Animations have shown that the rotation of the inner
structure around the symmetry axis is very regular. At some in-
stances, however, the inner structure branches lead to two arms as
shown in Fig. 9�d�. The leading one, in the direction of the rota-
tion, is faster than the second one and takes over in terms of
strength. The one behind disappears at the exit in less than half a
rotation period and in the downstream field during another half
period. In the case without retraction, xpilot=0, the structures are
substantially smaller and more irregular. In fact, if one compares
the same level of pressure fluctuations p�=−0.3, hardly any struc-

ture is visible in the flow �Fig. 9�a��. Increasing the pressure level
to p�=−0.15, small structures are visible, which exhibit small co-
herence. At this point it should be recalled that the same flow with
just the pilot jet blocked shows substantial coherent structures,
similar to the ones for xpilot=−0.73R but somewhat weaker and
less organized �8�. In the case xpilot=0, hence, the pilot jet destroys
the large-scale structures. When the pilot jet is retracted to xpilot
=−0.73R this is not observed. The cylindrical tube enclosing the
main jet prevents the recirculation bubble from moving upstream
to the central bluff body containing the exit of the pilot jet. This
holds for the mean flow �Fig. 3�b�� as well as for the conditionally
averaged flow discussed later. The pilot jet therefore only “hits”
the upstream front of the recirculation bubble but cannot penetrate
into the inner shear layer where it would be able to impact on the
coherent structures. The different coherent structures observed in
both cases explain the different levels of fluctuating kinetic energy
encountered close to the burner exit in Fig. 8. In a theoretical
study �22�, Juniper and Candel performed a stability analysis for
the case of co-annular jets without swirl. They showed how sta-
bility is reduced if the inner stream mixes with the outer one
before the exit plane of the outer tube, the same trend as reported
here. It would be interesting to perform a similar stability analysis
for cases with swirl.

Spectra. In the experiment �11�, time signals of velocity have
been recorded at several radial positions close to the burner exit at
x /R=0.1 for the case xpilot=−0.73R. The case xpilot=0 was not
measured because in preliminary tests no instability was observed.
During the simulation velocity and pressure signals were recorded
at the same positions for a duration of 80tb. Furthermore, signals
were recorded for each of these x and r positions at 12 different
angular locations over which additional averaging was performed.
On the symmetry axis no angular averaging is possible and only
one signal was recorded, and at r /R=0.1 and r /R=0.18 only four
angular signals were recorded with the particular grid used. The
spectra were obtained splitting each signal in three overlapping
segments of length 40tb multiplying it by a Hanning window, and
averaging over the segments.

Fig. 7 Radial profiles of RMS velocity xpilot=−0.73R. „a… Axial
velocity. „b… Tangential velocity. Symbols, experiments †11‡.
Lines, LES.

Fig. 8 Fluctuating kinetic energy: „a… xpilot=0 and „b… xpilot=
−0.73R
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The difference between the time signals of both cases is evident
from Fig. 10. In the case xpilot=0 �Fig. 10�a��, the signal exhibits
the typical irregularity of a turbulent signal. Figure 10�b�, on the
other hand, shows that in the case xpilot=−0.73R a flow instability
has developed that causes a regular oscillation of the signal with
large amplitude. The low-frequency oscillations of this signal pro-
duce a pronounced peak in the power spectrum of the axial veloc-
ity fluctuations �Fig. 11�. The frequency of the principal peak is
fpeak=0.25Ub /R, which in dimensional units corresponds to a
value of fpeak=102 Hz. The amplitude of the peak is very large,
covering almost two decades in logarithmic scale. The total fluc-
tuating energy is substantially larger than for the case xpilot=0,
reflected by the larger integral under this curve. This is in line
with the fluctuating kinetic energy contours of Fig. 8 and the RMS
values of Figs. 6 and 7. In the case xpilot=0, no pronounced peak
is observed, which confirms the preliminary experimental tests in
which no flow instability was detected. The smaller peak, which
appears in the case xpilot=0 at a frequency 0.16Ub /R, cannot be
related to the small coherent structures observed in Fig. 9�c� be-
cause these structures have a shorter time scale, which would
correspond to higher frequencies. This finding deserves further
investigation.

A comparison of the spectrum from the LES for xpilot=
−0.73R and the corresponding experimental spectrum in Fig. 11
serves to further validate the simulations. The agreement for both
frequency and amplitude of the dominant peak is remarkable. Also
the second harmonic is well predicted in the simulations.

Fig. 9 Coherent structures visualized using an iso-surface of pressure fluctuations. Left, xpilot=0. Right, xpilot=−0.73R.
„a ,b ,d… p−Šp‹=−0.3. „c… p−Šp‹=−0.15. Color as explained in the text.

Fig. 10 Time signal of axial velocity at x /R=0.1, r /R=0.73 re-
corded during the simulations. „a… xpilot=0. „b… xpilot=−0.73R.
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The amplitude of the power spectrum at the peak frequency is
now considered. It is quite a sensitive quantity, much more than
the peak frequency itself. Figure 12 shows this amplitude at the
fundamental frequency fpeak as a function of the radial position.
The shapes of the curves are different for the three velocity com-
ponents. The simulation reproduces quite well the trends of the
experiment. Only for r /R�0.2 the simulation overpredicts the
amplitudes. In that region the impact of azimuthal averaging is
small �even nonexistent at the axis� so that this could have an
effect. In �9� similar plots were reported for an annular jet. It was
shown there that an important issue is the location of the mini-
mum for the amplitude of tangential velocity fluctuations. This
minimum indicates the mean radial location of the center of the
inner structure. Therefore, it is noteworthy that the minimum is
well reproduced in the simulation.

Conditionally Averaged Flow
It has been shown in the previous sections that large-scale

structures rotating around the symmetry axis are present in the
flow in the case xpilot=−0.73R. Due to the high level of turbu-
lence, the vortical structures are highly irregular as evidenced by
the difference between Figs. 9�b� and 9�d�. The pronounced peak
in the power spectrum, Fig. 11, indicates that the rotation of the
structure is very regular and allows the calculation of conditional
averages. The purpose of the latter is to remove the irregularity
induced by the turbulent motions. The method, which is described
in the following section, consists basically in defining a coordinate
system y−z with origin at the symmetry axis, which rotates with
the structure, and performing the averaging procedure in this ro-
tating coordinate system. Note that it is not possible to perform
this kind of analysis for the case xpilot=0 due to a lack of a regular
frequency of oscillation �Fig. 11�.

Procedure. In order to investigate the main characteristics of
the coherent structures, 140 instantaneous three-dimensional fields
have been recorded. They are separated in time by 0.8tb, so that in
each period of rotation of the structure five fields have been re-
corded. The time span covered by the fields is 112tb. If the oscil-
lations are truly periodic, the definition of the axes which rotate
with the structure is straightforward, with a fixed angle of rotation
in a fixed time. In the present case, however, the motion of the
structure is only quasi-periodic and therefore the method has to be
more elaborate. The center of the structure has to be determined
for each instantaneous field and a subsequent rotation of the field
is performed, such that the center of the vortex is always on the y
axis. This is equivalent to defining a coordinate system y−z that
rotates with the structure.

The method is illustrated in Fig. 13 and proceeds as follows.

The radial location of the dominant inner structures in the trans-
verse plane x /R=0.1 is known from Fig. 12 �minimum of u��. In
the present case r /R=0.35 is used. The center of the vortex is
identified as the local minimum of the pressure fluctuations at that
position. In the present case the coherent structure is very regular
and the detection is simple. In other cases �9�, up to three of these
coherent structures can coexist at certain instants and in that case
the dominant one is selected. Then, the full three-dimensional
field is rotated by an angle � �Fig. 13�, so that each field has the
structure at the same location and standard averaging is per-
formed. Midgley et al. �23� used a similar method to analyze
two-dimensional data from experiments on fuel injectors. Here,
however, three-dimensional fields are available. Note that this pro-
cedure is fundamentally different from phase averaging. There is
no external trigger or internal frequency that would suggest divid-
ing the rotation period into several phases, reducing therefore the
number of samples in each phase. Instead, all angles are statisti-
cally equivalent due to the cylindrical symmetry of the problem.

Results. In the following, conditionally averaged quantities are
indicated with an upper index c. Figure 14�a� shows an iso-
surface of pressure fluctuations, pc− �p�=−0.1 visualizing the co-
herent structures of the flow using the same style as Figs. 9�b� and
9�d�. It is clear that, using this procedure the large-scale coherent
structures have been substantially smoothed. The criterion that has
been used to obtain the conditional averages involves only the
inner structure. Nevertheless, the outer structure does not disap-
pear with the conditional averaging but appears at the same angu-
lar position, demonstrating its link to the inner structure. In fact,
the outer structure is triggered by the inner one as demonstrated
by different studies of similar flows �8,9�. In �9� this issue was
investigated for a pure annular jet with weaker coherent struc-

Fig. 11 Power spectrum of axial velocity fluctuations at x /R
=0.1, r /R=0.73. Solid line, experiment †11‡ xpilot=−0.73R.
Dashed line, simulation xpilot=−0.73R. Dash-dotted line, simula-
tion xpilot=0.

Fig. 12 Amplitude of the power spectrum at the fundamental
frequency fpeak at x /R=0.1 as a function of r /R for case xpilot=
−0.73R. „a… Experiment †11‡. „b… Simulation.
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tures. Determining the correlation between ux� and p�, it was found
for that case that strong positive ux� values correlate with negative
p�, i.e., the inner vortex structure, and, in fact, advance these in
the sense of rotation. The same behavior is obvious in the present
case from the conditional average. The surface of positive ux

c fluc-
tuations in Fig. 14�b� advances the negative pc fluctuations of the
inner structure in Fig. 14�a�. When plotting all three iso-surfaces
in a single graph it is even more visible that the downstream end
of the positive ux

c-fluctuation surface winds along the connection
line between the inner and the outer vortex structure of Fig. 14�a�.
This feeds the outer structure, turning in the clockwise sense
around its own axis in the view of Fig. 14�a�. Negative fluctua-
tions of ux

c, represented by in Fig. 14�b�, occur at the opposite side
of the jet and seem not related to a continuously present rotating
large-scale coherent structure.

Figures 15 and 16 show two-dimensional cuts of the condition-
ally averaged flow. Pseudo-streamlines of this flow field projected
onto two planes are displayed. In Fig. 15 the pseudo-streamlines
are based on �ur

c ,u�
c� and in Fig. 16 on �ux

c ,ur
c�. The color repre-

sents pc and the thick line indicates the contour line ux
c=0. The

latter shows that the recirculation region is displaced off the sym-
metry axis in Fig. 15. The pressure minimum generated by the
inner vortex structure is well visible in the y−z plane together
with the vortex motion surrounding it. The pressure minimum is
off the axis at r /R=0.35 �a posteriori justifying the choice of this
radius for the conditioning� and by definition at the y axis. The
pseudo-streamlines spiral around a different point closer to the
axis. The view in Fig. 15 is in the downstream direction and
rotation of the flow and the structures is in the counter-clockwise
direction. The recirculation region hence lags behind the inner
structure by about 130 deg.

The inner and outer structures of Fig. 14 are also visible in Fig.
16. The inner structure shows up through the pressure minimum
around x /R=0 and z�0. The outer structure is reflected by the
recirculation regions and the spiralling or bending streamlines at
the top and the bottom of the figure. From the pseudo-streamlines
for x�0 in this figure it is also clear that the inner structure is
correlated with high forward axial velocity, for z�0, while the
low axial velocity is located in the opposite side for z�0. This is
indicated also by the asymmetry of the recirculation region �see
also Fig. 17�.

The previous information is contained in a more quantitative
way in Fig. 17, which shows mean and conditional averaged pro-
files of pressure and velocity. In Fig. 17�a�, the strength of the
pressure minimum related to the center of the structure is visible
by comparison to the mean pressure. Note also in Fig. 17�b� that
the conditionally averaged axial velocity ux

c at y=0, hence in the

inner structure, is higher than the mean axial velocity. The recir-
culation zone, as expected from the two-dimensional plots, is dis-
placed towards the opposite side. In Fig. 17�c�, the radial position

Fig. 13 Illustration of the conditional average procedure.
Color according to p−Šp‹. The black circle indicates the points
where the minimum of the pressure is looked for. The other
circle „further outward… indicates the outer radius of the burner.

Fig. 14 Coherent structures obtained using the conditional
average flow field. „a… Iso-surface pc−Šp‹=−0.1. Color as in Fig.
9. „b… Iso-surfaces ux

c−Šux‹=0.3 and ux
c−Šux‹=0.3.
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at which the conditionally averaged tangential velocity u�
c at y

=0 equals the mean velocity roughly corresponds to the minimum
of the pressure. This is also expected because at the center of the
structure the fluctuations of the tangential velocity component
have to vanish, as discussed in �9�.

Finally, Fig. 18 shows the same plane as Fig. 15 but the color
and streamlines are given by the equivalent Reynolds-
decomposed quantities, i.e., color by pc− �p� and streamlines by
�ur

c− �ur� ,u�
c − �u���. The thick line again represents ux

c=0. In this
figure the region of low pressure fluctuations corresponds to the
inner structure of Fig. 14�a�. Note that it forms outside the bound-
ary of the recirculation zone.

Yazdabadi et al. �24� performed phase-averaged measurements
in a cyclone dust separator and obtained similar plots as Fig. 15.
Their conclusion was that the reverse flow zone displaces the
central vortex core to create the precessing vortex core. The re-
verse flow zone would then provide feedback for the precessing
vortex core and precess around the central axis behind the pre-
cessing vortex core. In the present case, Figs. 14�a� and 18 sug-

gest an alternative explanation, although perhaps compatible with
the previous one: The inner structure �precessing vortex core� is
formed as an instability of the shear layer �Kelvin-Helmholtz in-
stability�. It is therefore formed on the boundary of the recircula-
tion zone �Fig. 18� and advected by the mean flow. This structure
then constrains the motion of the recirculation zone, which is
displaced off the symmetry axis and precesses behind the struc-
ture.

Conclusions
Large-eddy simulations of incompressible flow in a swirl

burner have been reported. The influence of geometrical features
of the burner has been investigated by comparison of two cases
with a different exit position of the inner jet. The simulations have

Fig. 15 Two-dimensional cut through the plane x /R=0.1 of the
conditional-averaged flow. Color is given by pc. Pseudo-
streamlines calculated using ur

c and u�
c. Thick black line ux

c=0.

Fig. 16 Two-dimensional cut through the plane y /R=0 of the
conditional-averaged flow. Color is given by pc. Pseudo-
streamlines calculated using ux

c and ur
c. Thick black line ux

c=0.

Fig. 17 Conditional-averaged velocity profiles at x /R=0.1. „a…
Pressure. „b… Axial velocity. „c… Tangential velocity.
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been validated by comparison with corresponding experiments
and very good agreement was obtained for mean flow, turbulent
fluctuations, and the frequency of oscillation. The simulations
have confirmed that the retraction of the pilot jet leads to the
generation of enhanced flow instabilities. The related large-scale
coherent structures have been identified and analyzed by using
instantaneous plots, spectra, and conditional averages. The latter
provides a precise picture of the characteristics of the large-scale
coherent structures by removing the irregularity associated with
the turbulent motions. These structures are relevant to the mixing
of heat and species in the near field of the burner, and the tech-
nique can presumably be applied to the reactive case as well.
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Nomenclature
fpeak � fundamental frequency of oscillation

k � fluctuating kinetic energy
p � modified pressure
R � outer radius of the main jet

Re � Reynolds number
RMS � root mean square

S � swirl number
tb � characteristic time based on R and Ub

Ub � bulk velocity of the main jet
ux � axial velocity component
ur � radial velocity component
u� � tangential velocity component

x ,r ,� � cylindrical coordinates �axial, radial,
tangential�

x ,y ,z � Cartesian coordinates

xpilot � axial location of the pilot jet exit
� � angle used in the conditional-average technique

��� � mean value of the quantity �
�c � conditional average of the quantity �
�� � instantaneous fluctuation of the quantity �,

��=�− ���
� � density
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Automatic Optimization of
Preswirl Nozzle Design
The objective of the research described here is to develop and demonstrate use of auto-
matic design methods for preswirl nozzles. Performance of preswirled cooling air deliv-
ery systems depends critically on the design of these nozzles which is subject to manu-
facturing and stress constraints. The best solution may be a compromise between cost
and performance. Here it is shown that automatic optimization using computational fluid
dynamics (CFD) to evaluate nozzle performance can be useful in design. A parametric
geometric model of a nozzle with appropriate constraints is first defined and the CFD
meshing and solution are then automated. The mesh generation is found to be the most
delicate task in the whole process. Direct hill climbing (DHC) and response surface
model (RSM) optimization methods have been evaluated. For the test case considered,
significant nozzle performance improvements were obtained using both methods, but the
RSM model was preferred. �DOI: 10.1115/1.2364194�

1 Introduction
As is shown by the ideal Joule �or Brayton� cycle, gas turbine

efficiency increases with pressure ratio. For a fixed turbine inlet
temperature the maximum specific work output occurs at an opti-
mal pressure ratio. As turbine temperature increases, so does op-
timal specific work and pressure ratio. These basic thermody-
namic results show that turbine entry temperature is crucial to
engine performance, and explain the importance of heat transfer in
turbine design.

Internal and film cooling of high pressure turbine blades is
commonly used in aeroengines, allowing considerably higher tur-
bine gas temperatures than would otherwise be the case. The blade
cooling air is taken from the compressor and bypasses the com-
bustor, before being taken on-board the turbine rotor. Obviously,
the cooling air must be at high enough pressure to ensure positive
flow and better cooling is achieved with lower air temperatures.
Less obviously, in considering blade heat transfer, it is appropriate
to use the relative total temperature of the cooling air, and this
depends on the details of how the air is delivered to the rotor.

While complete cooling system design involves a complex
trade-off between different requirements, the possible advantage
of using a preswirled cooling air delivery system may be illus-
trated using basic thermodynamic theory. Defining the swirl ratio
�SR� as v� /�r, where v� is the tangential velocity of the air and
�r is the rotor speed, the absolute and relative total air tempera-
tures are related as follows

Tabs − Trel

�2r2/2Cp
= 2SR − 1 �1�

Here Cp is specific heat of air at constant pressure. This equation
is obtained directly from the definitions of Tabs and Trel and shows
that increasing the swirl of the air �without increasing Tabs� leads
to a reduction in the total temperature relative to the rotor.

The desired increase in swirl velocity may be achieved using
stationary preswirl nozzles. This does require a loss of pressure,
but no work is done in the stationary frame so Tabs is unchanged
�provided there is no heat transfer�. Now suppose that a cooling
air delivery pressure of pref is required, and that this air may be
taken from any point of an ideal, isentropic compressor with zero

swirl. In this compressor it is assumed that the absolute total tem-
perature is Tref at the point where the pressure is pref. Assuming
isentropic flow throughout and ideal preswirl system behavior, it
may then be shown that the preswirled delivery relative total air
temperature is given by

Trel

Tref
= 1 +

�2r2

2CpTref
�1 − 2SR + SR2� �2�

This equation indicates that Trel has a minimum value �equal to
Tref� when the swirl ratio is unity. At this condition the cooling air
must be taken from the compressor at a high enough pressure to
support the flow through the preswirl nozzles. This idealized ex-
ample is a gross simplification of engine conditions, but does
illustrate that preswirling can be advantageous.

In what appears to be the earliest published work on preswirl
systems Meierhofer and Franklin �1� recognized that pre-swirl
nozzle effectiveness is one of the main components of the effec-
tiveness of the whole delivery system. More recent research, for
example Refs. �2–6�, has confirmed many of Meierhofer and
Franklin’s findings and has presented more detailed information
on various aspects of preswirl system flow and heat transfer.
While Meierhofer and Franklin characterized the whole preswirl
system behavior through a velocity effectiveness for the nozzle,
Chew et al.’s �5� elementary analysis separated the nozzle and
delivery chamber effects. The present study considers nozzle per-
formance in isolation from other parts of the system. There is
evidence to support the assumption that the nozzle flow is only
weakly affected by the flow in the chamber provided, for example,
there is sufficient spacing between the nozzle exit and the rotor.
For example, Dittman et al. �2� concluded that the presence of the
rotor had little effect on the preswirl nozzle discharge coefficients
for their experimental conditions. There is further evidence �2,6�,
relevant to the present study, that CFD models of isolated nozzles
can give good estimates of in situ nozzle behavior.

The objective of the work described here is to develop and
demonstrate use of automatic design methods for preswirl
nozzles. Nozzle design is important to the performance of the
cooling system, but is subject to cost, manufacturing, and stress
constraints. Ideally, the nozzle should operate isentropically eject-
ing flow uniformly in the tangential direction, thus maximising
use of the available pressure drop. In addition, manufacturing
costs and �for aeroengines� weight should be minimised and the
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design must accommodate other constraints, such as axial move-
ments and stress limits. It is recognized that the case study pre-
sented does not include all design possibilities or constraints, but
it does quantify benefits of aerodynamic optimization and demon-
strates how automatic design methods and CFD can be used
within the wider design process.

In the next section the nozzle geometry used in this case study
is described and its parametric model presented. Parameter limi-
tations and constraints are also introduced. Meshing and CFD
modeling are then discussed in Secs. 3 and 4. The optimization
techniques used are explained in Sec. 5, with results presented in
Sec. 6, and the main conclusions summarized in Sec. 7.

2 The Parametric Geometry
The nozzle design used in this study is shown in Fig. 1, and is

based on an aeroengine example. The preswirl angle �to the en-
gine tangential� is 15 deg, the thickness of the preswirl plate is t,

d is the downstream nozzle diameter, D is the upstream nozzle
diameter, l is the chamfer length, � is the chamfer angle, R is the
radius of a spherical drilling on the upstream face, and x is nozzle
axial distance of the chamfered section from the upstream face of
the plate.

This nozzle geometry may be completely defined by five inde-
pendent parameters. These parameters were chosen to be t, d, l, �,
and x. The radius of the spherical drilling at the inlet R, whose
presence is imposed by manufacturing constraints, is a dependent
parameter, and is set to be 0.6 mm larger than the upstream nozzle
diameter D. D is itself a dependent parameter and can be obtained
from d, l, and �. Table 1 shows the baseline design values for the
design parameters and the range of values allowed in the optimi-
zation process.

Five geometrical constraints were imposed during the optimi-
zation process. Some of these were required to preserve the func-
tionality of the preswirl system �type 1�. Others were imposed in
order to automate the mesh generation which is described in the
next section �type 2�. Figure 2 illustrates the constraints.

Constraints 1 and 2 are type 2 and arise from the requirement
for the upstream face of the plate �A� to intersect the spherical
drilling �B� between positions Amin and Amax. These two limits
translate to two algebraic constraints.

Constraint 3 is also type 2. The length f is required to be greater
than a small positive value �, in order for the geometry to remain
similar, as required in the meshing approach adopted.

Constraint 4 is type 1. To avoid intersection of the preswirl
plate downstream face with the chamfer volume the length m
must be bigger than mmin.

Constraint 5 is type 1. To avoid intersection of the preswirl
plate downstream face with the spherical drilling the length g
must be bigger than gmin.

Fig. 1 Parametric representation of nozzle

Table 1 Optimization design parameters

Parameter Description Base line value Min Max

t Preswirl plate thickness 13 mm 10 20
d Downstream nozzle diameter 7.2 mm 6.7 12
l Chamfer length 0.8 mm 0.8 15
� Chamfer angle 45 deg 5 60
x Chamfer distance from inlet 23 mm 21 28

Fig. 2 Geometric constraints
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3 Meshing Strategy
Generation of the mesh and its automation is considered the

most delicate task in the present work. As in every CFD simula-
tion, mesh quality largely determines the quality of the results
obtained.

Figure 3 shows a section of the computational domain used.
This includes the nozzle and two hemispherical volumes around
the inlet and outlet. The computational effort has been reduced by
taking advantage of the symmetrical nature of the domain and
boundary conditions. The journal file facility in the commercial
mesh generator GAMBIT �7� was used to automate the meshing
process. This involved writing a C code to generate a journal file
when the values of the five independent parameters are input. The
file is then fed into GAMBIT which in turn generates the mesh. A
sixth optional parameter allows for adjustment of the mesh size.

As suggested by Bret �8�, the geometry of the parametric model
in the journal file has been defined using basic elements in order
to avoid errors in the mesh generation due to numbering ambigu-
ities. The meshing strategy is indicated in Fig. 3. To allow the
mesh to fit such a complex geometry, especially where the nozzle
intersects the preswirl plate �at a sharp angle of 15 deg�, tetrahe-
dral cells have been used in a large portion of the domain. This
portion consists of the external hemispheres, the zones where the
nozzle intersects the plate and the spherical drilling. The use of
tetrahedral cells ensures success in generating the mesh for the
whole range of variation of the parameters. Hexahedral cells have
been used to mesh the boundary layer in the nozzle core, and
prisms have been used away from the boundary layer in this core
region.

The size of the mesh is very sensitive to the values of the
design parameters. The number of nodes in the mesh ranges from
as low as 0.4 million to as many as 2 million nodes. The reason
for such a large difference in the mesh size is that the mesh den-
sity and its variation within the domain have been defined by
imposing the node spacing along the edges of the domain, and not
by imposing a fixed number of nodes. In this way it has been
possible to keep the mesh smooth, without distorted cells or dis-
continuities in cell size, but the number of nodes has been highly
variable. Figure 4 shows a close-up view of the mesh at the nozzle
inlet for the baseline configuration.

Once a mesh has been generated it is fed to the Rolls-Royce
developed packages JM52 and JM56 to generate input files for the
HYDRA �9� CFD code. JM52 translates the mesh to a HYDRA com-
patible format, sets up the boundary conditions, and generates the
initial flow field. JM56 produces weights for the mesh and gener-
ates higher mesh levels for multigridding.

Some limitations of the meshing procedure have been noted.
The use of GAMBIT as a parametric mesh generator requires the
geometry of the nozzle to remain self-similar. For example, the
upstream face of the preswirl plate must always intersect the

nozzle through the spherical drilling. Also, the meshing algorithm
may fail if some precautions are not taken in the journal file gen-
eration process. This is why the type 2 constraints described in
Sec. 2 were introduced.

Sometimes the execution of JM56 failed to generate the coarser
meshes required for multigrid convergence acceleration, and
sometimes the execution of HYDRA failed, even if JM56 did not.
This was attributed to high distortion of the coarser grid levels.
These issues may be avoided by reducing the number of multigrid
levels used, but this imposes a severe limitation in terms of com-
putational effort required to obtain a converged solution.

4 The CFD Model
Nozzle performance was calculated using the HYDRA �9� CFD

code on a distributed memory computer cluster. This general aero-
dynamic code has been used for numerous turbomachinery appli-
cations, and for the results presented here applies a density based,
preconditioned, time marching algorithm to a finite volume dis-
cretization on unstructured meshes. The numerical scheme is sec-
ond order for smooth flow using characteristic based artificial vis-
cosity. Multigrid acceleration is available, and the code also
supports parallel computing.

The k−� turbulence model with wall functions has been used,
with the meshing parameters set so as to ensure nondimensional
near-wall mesh spacing in the range 30�y+�60. Conventional
no-slip boundary conditions were applied at walls. The curved
surfaces of the hemispheres indicated in Fig. 3 were defined as
inlet and outlet boundaries. Total pressure and temperature were
set to 4.385�105 Pa and 300 K at the inlet, and static pressure
was set to 3.021�105 Pa at the outlet.

For use in the optimization procedure it was important to ensure
that CFD results were not significantly mesh dependent and that
the solution was computationally efficient. Some preliminary tests
were therefore conducted at the base line conditions in order to
guide the choice of solution parameters to be used in the optimi-
zation calculations.

As mentioned earlier, the mesh specification software accepts
one parameter which defines the mesh density. Varying this pa-
rameter it has been possible to assess the mesh dependency of the
baseline design case. Figure 5 shows the value of the objective
function �mass flow weighted average axial velocity at nozzle
outlet� plotted against the number of nodes in the mesh. The value
of the mesh density parameter for the two largest meshes is, re-
spectively, 0.6 �298,323 nodes� and 0.5 �476,219 nodes�. The
mass-averaged velocity is respectively 203.18 and 205.59 m/s,
the corresponding variation is 1.19%, a reasonable value to ensure

Fig. 3 CFD domain and meshing strategy

Fig. 4 View of mesh for base line geometry
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the present work is not unduly mesh dependent. The mesh density
parameter for the optimization process has been set at 0.5.

While CFD calculations are sometimes run for a fixed number
of iterations, a convergence criterion has been adopted here. The
HYDRA runs have been stopped when satisfactory solution residual
levels were reached. This criterion should ensure a good quality of
the solution for the whole range of the parameters involved. Fig-
ure 6 shows the value of the objective function plotted against the
residuals level reached by the simulation in base line design con-
ditions. A value of 10−12 for the residuals level has been deemed
satisfactory and selected for use in the optimization process.

The use of the multigrid technique helps in significantly reduc-
ing the computational time required for any single HYDRA run.
Figure 7 shows the speed gain for the base line design; the simu-
lation time necessary to reach a value of the residuals of 10−10 is
plotted against the number of multigrid levels used. The number
of multigrid levels was initially set at 4 in the optimization stud-
ies. As mentioned above, some problems were encountered for

other geometries. Nevertheless, these results show that multigrid
methods potentially offer large savings.

Figure 8 shows results of tests concerning the parallel effi-
ciency of the CFD code. The computation time has been plotted
against the number of CPUs used �each node on the cluster has 2
CPUs�. The speed gain from 4 to 8 CPUs is almost ideal, with the
computation time almost halved by using double the number of
CPUs. Further increasing the number of CPUs, there is still a
reduction of the computation time but the gain is lower. For over-
all efficiency of use of the computational resource, the number of
CPUs used for the optimization process was set at 8.

5 Optimization Techniques
The automatic optimization process has been driven by the

Rolls-Royce developed software package SOFT �10–12�. SOFT is
actually a collection of optimization tools which also allows opti-
mization loops to be setup using external codes to evaluate con-
straints and objective functions. The present work has basically
made use of two different optimization strategies; dynamic hill
climbing and response surface model. These are described in the
following subsections.

The objective set for the optimization was to maximize the
mass flow weighted average axial velocity at the outlet of the
nozzle. Here axial is relative to the nozzle’s axis �rather than the
engine axis�.

5.1 Dynamic Hill Climbing. DHC is a direct optimization
technique using real CFD computed objective function values at
each step of the optimization process. Starting from an initial
design SOFT, through an iterative process, can manage the direct
optimization by running CFD, evaluating the objective function,
and defining an updated design until a satisfying optimum has
been reached. The whole process is summarized in Fig. 9. As
shown in the top section of this figure, the optimization process is
entirely managed by SOFT, which reads the CFD computed objec-
tive function and produces a new set of design parameters at each
iteration until the optimum condition has been reached.

The simulation step is expanded in the bottom section of Fig. 9.
This shows how the constraints described in Sec. 2 were handled.
Usually constraints are implemented in an optimization process by
penalizing the objective function when violation occurs. In the
case considered here, it is not possible to run a CFD simulation if
the constraints are violated. Hence, it was not possible to use the
constraint handling procedures in SOFT. A secondary execution
manager �EXECMANAGER in Fig. 9� was introduced in the optimi-
zation loop. This code checked the constraints and decided
whether to run CFD or feed SOFT with a dummy poor objective
function �190 m/s� to keep the solution away from the constraint
violation design space.

The main limitation found using the DHC method was prob-
lems in handling unsuccessful CFD runs. The “solution” to this

Fig. 5 Mesh dependency for the base line condition

Fig. 6 Influence of convergence criterion

Fig. 7 Influence of the number of multigrid levels on comput-
ing time

Fig. 8 Influence of the number of processors used on the
compute time
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issue was to use the postprocessing code �CALCVEL� to assess
whether the CFD run had been correctly completed or not and
pass a mildly penalized objective function �200 m/s� back to SOFT

in the event of a failure. The danger with this method is that the
optimization procedure may be misled.

5.2 Response Surface Model. The RSM method is based on
an approximate approach. A model of the design space is built
based on a number of experiments, and the search for the opti-
mum is executed on the approximate model. The main steps of
this method, as applied here, are summarized below.

• A number of experiments �CFD simulations� are run to deter-
mine the objective function and the constraint values for a
sample population spread in the design space.

• An approximate RSM-linear radial basis functions �RBF�
model is built based on the results of the experiments.

• The optimum of the approximate model is determined using
one of the optimization algorithms available in SOFT �DHC,
simulated annealing, genetic algorithm, etc.�.

• The approximate optimum objective function is checked
against the value of the objective function calculated by run-
ning CFD at the same conditions. If the check is not satisfac-
tory, the CFD run is added to the population and a new RSM-
linear RBF model is built �returning to the previous point�.
This phase is called update of the model.

The RSM method is illustrated in Fig. 10. The content of the
CFD box is similar to the simulation box in Fig. 9. The main
difference is in the EXECMANAGER code. A new code was written
to handle the RSM optimization. This is capable of reading an
input file containing the parameters defining the initial population
and executing in sequence all the CFD runs that are required to
compile the response matrix. If any of the constraints are violated,
no CFD is run and the objective function is set at a dummy value,
which is 190 m/s minus the sum of the values of the violated
constraints.

The main advantage the RSM method had over the DHC

method in this study was its flexibility in handling failed CFD
runs. In generating the response matrix some CFD runs failed
�due to JM56 failure to generate higher level grids, HYDRA diver-
gence, etc.�. Once the first version of the response matrix was
generated it was possible, with user intervention, to rerun the
failed CFD runs modifying values for the parameters �number of
multigrid levels, CFL number, etc.� which triggered the CFD fail-
ure. In this way all the CFD results were genuine and the opti-
mizer was not misled. Another inherent advantage of RSM is that
the response matrix can be generated by running in parallel on a
given cluster, hence, this is an efficient way of obtaining a solu-
tion.

6 Results

6.1 Dynamic Hill Climbing Method Performance. Figure
11 shows a typical SOFT execution history. The dummy values fed
to SOFT when one of the constraints is violated �190 m/s� and
when the CFD simulation has failed �200 m/s� are apparent. The
CFD failures were linked with the large variability of the geom-
etry and use of multigrid acceleration. Most failures would not
have occurred if only 1 grid and a low CFL number ��0.5� were
used. However, these two parameters were critical in determining
the computational time required, and they could not be chosen to
be too “conservative.”

A first DHC optimization was run starting from the base line
design. The optimization process took about 10 days to converge
on 8 nodes of the cluster. The optimum solution determined is

Fig. 9 DHC method

Fig. 10 RSM method

Fig. 11 Execution history of the DHC method
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presented in Table 2. Theoretical considerations and experimental
data �see, for example, Ref. �13�� suggest that the performance of
a nozzle improves if it is converging. In the present work this
suggests that the optimum chamfer length will be close to its
upper limit. However, the predicted optimum geometry had a rela-
tively small chamfer length.

A second DHC optimization was run starting from a converging
nozzle design. As for the first run, some CFD runs failed, but in
this case convergence was achieved after just 3 days. The objec-
tive function achieved in this case was significantly higher than in
the first run, and the chamfer section was considerably longer than
that given by the first run. This experience with the DHC method
let to the decision to investigate further with the RSM optimiza-
tion method.

6.2 Response Surface Model Performance. As previously
described and illustrated in Sec. 5.2, the RSM method requires the
generation of an initial population of experiments. Since no CFD
is run if any of the constraints are violated, the execution of an
experiment that violates any of the constraints is very fast. More-
over, the probability that a randomly selected set of parameters
from the design space violates at least one of the constraints is
very high. Thus it was decided to choose a large initial population
in order to have a significant number of CFD results in the initial
response matrix. The number of independent parameters is 5. For
each parameter three values were considered �range minimum,
range maximum and range middle point�. The total number of
experiments arising from all the possible combinations of such
parameters is 35=243.

It took almost 2 weeks to fill the initial response matrix. Only
28 experiments out of 243 required CFD runs. The time required
for a single CFD run was highly variable. This was due to the
large change in mesh size, which increased significantly with in-
creasing preswirl plate thickness t. Four of the CFD runs failed
initially. These were identified once automatic execution of all of
the 243 experiments had finished, and then executed manually
with fine tuning of the CFD input parameters.

Some minor improvements were made in the mesh generation
script, compared to that used in Sec. 6.1. The baseline and two
optimum geometries from the DHC calculations were repeated
using the new meshing script, and the results were then added to
the response matrix.

A further improvement was made in the treatment of con-
straints. The dummy value used in case of constraint violation for
the objective function was 190 m/s minus the sum of the values
of the violated constraints. This was introduced to improve the
behavior of the optimization algorithms close to the design space
boundaries.

Figure 12 shows a typical SOFT execution history for an opti-
mization in the updating loop of Fig. 10. The simulated annealing
algorithm was selected to find the optimum of the approximate
RSM-linear RBF model based on the response matrix. The updat-

ing loop was stopped when the difference between the estimated
objective function and the CFD computed objective function was
lower than 0.1 m/s. The loop took only three steps to converge.
The optimum design determined by the RSM method was almost
exactly the same as the second optimum determined by the DHC
method.

Considering the results from both the DHC and RSM method,
the RSM method is recommended for future use as it was found
less prone to corruption due to failed CFD runs. The RSM method
also allows exploration of the full design space and use of all
compatible pre-existing CFD results. However, it may be noted
that the DHC method found the same global solution as the RSM,
but with more user intervention.

6.3 Nozzle Geometry and Performance. Geometric and per-
formance parameters for the base line and two optimum geom-
etries given by the DHC and RSM method are summarized in
Table 2. The three geometries are also shown in Fig. 13. It is
immediately apparent that the second optimum is closer to a con-
vergent nozzle design, and gives the best results for the objective
function uav.

Both the optimum designs determined by the DHC method are
better than the base line design in terms of the objective function.
There is a 2.61% gain in the objective function value between the
base line design and the first DHC optimum and a 1.89% gain

Table 2 Results from the DHC method

Base line
design

First DHC
optimum

RSM optimum/
Second DHC optimum

t �mm� 13 11 11
d �mm� 7.2 6.7 6.7
l �mm� 0.8 1.43 7.9
� �deg� 45 46.12 10.63
x �mm� 23 24.38 21
Objective
function
uav �m/s�

208.21 213.64 217.68

Cd
0.794 0.817 0.830

� 0.844 0.866 0.882
Deflection
angle �deg�

3.77 3.65 2.91

Fig. 12 Execution history of the RMS method

Fig. 13 Nozzle geometries
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between the first and the second DHC optimum: so there is a
4.55% overall improvement. Table 1 also shows velocity effec-
tiveness � discharge coefficient Cd, and a deflection angle for
each nozzle. � is simply the ratio of uav to the ideal isentropic
value, so obviously follows the same trends. Discharge coeffi-
cients show a similar improving trend. The jet deflection angle
represents the difference between flow angle at nozzle exit and the
nozzle axis. It is positive towards the axis of the engine, and
hence, the results indicate a further small improvement in perfor-
mance of the optimized nozzles, pushing the overall improvement
in effectiveness to about 5%.

Comparing the base line and first DHC optimum geometries,
the preswirl plate thickness is reduced from 13 to 11 mm. This
reduces the length of the nozzle and part of the improvement may
be attributed to the reduced friction losses along the nozzle walls.
There also is an increase in the upstream to downstream section
area ratio from 1.23 to 1.49. The optimized downstream diameter
is 6.7 mm, which is the minimum allowed. Constraint 4, which
prevents intersection of chamfer volume with the downstream
face of the plate, is close to be violated.

The second or global optimum has an upstream to downstream
section area ratio of 1.49, and the downstream diameter is again
6.7 mm, as for the first DHC optimum. As already noted this
geometry is closer to a conventional converging nozzle. Con-
straints 1 and 3 are close to be violated, and x �21 mm� is at its
minimum allowed value. This means that the thickness of the
preswirl plate �11 mm� cannot be further reduced without restrict-
ing the convergent section of the nozzle. The global optimum thus
appears to be a compromise between the improvement given by
the reduction of the plate thickness, the improvement given by the
use of a converging nozzle, and the applied constraints.

7 Conclusions
Automatic optimization has been successfully applied to a pa-

rameterized preswirl nozzle design, including manufacturing con-
straints. Starting from a base line design from an aeroengine, an
improved design was derived, giving a predicted 5% improvement
in preswirl effectiveness. The optimized design includes an ex-
tended convergent section and reduced plate thickness. Further
improvement may be possible if the constraints imposed by manu-
facturing and the automatic mesh generation technique could be
relaxed. Although not confirmed experimentally, the results indi-
cate the benefits of careful nozzle design, and show that optimi-
zation methods can be useful in the design process.

In this study it was found that the DHC optimization method
was less robust than the RSM method combined with the simu-
lated annealing algorithm. The DHC method was susceptible to
disruption by failures of the CFD simulations, and initially got
trapped in a local optimum solution. The RSM methodology is
more robust and �with user intervention� can easily deal with fail-
ures of any kind in the response matrix building process.

Care was taken to ensure that the CFD solutions used in the
optimization were fully converged and accurate. This involved use
of fine meshes and relatively long computing times. The paramet-
ric mesh generation was found to be the greatest challenge in
automating the analysis. This is obviously going to be a critical
step in any applications where the handling of complex geom-
etries is required. A second issue is the robustness and speed of
the CFD solution. For example, it was shown that multigrid ac-
celeration can reduce run times considerably, but its application
was limited in the present study as it lead to a greater risk of CFD
solutions failing.
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Nomenclature
A 	 refers to plate face position
B 	 refers to spherical drilling

Cp 	 constant pressure specific heat
d 	 downstream nozzle diameter
D 	 upstream nozzle diameter
g 	 nozzle axial distance from downstream plate

face to spherical drilling
l 	 chamfer length

m 	 nozzle axial distance from downstream plate
face to chamfer

p 	 pressure
r 	 radial coordinate
R 	 spherical drilling radius

SR 	 swirl ratio
t 	 preswirl plate thickness

T 	 total temperature
uav 	 mass flow weighted axial velocity at nozzle

exit
v� 	 air tangential �or swirl� velocity

x 	 nozzle axial distance from upstream plate face
to chamfer

y+ 	 conventional nondimensional distance to wall
� 	 chamfer angle
� 	 angular velocity

Subscripts
abs 	 in absolute frame of reference

max 	 maximum value
min 	 minimum value
ref 	 reference conditions
rel 	 in relative frame of reference
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Kinetics of Jet Fuel Combustion
Over Extended Conditions:
Experimental and Modeling
The oxidation of kerosene (Jet-A1) has been studied experimentally in a jet-stirred reac-
tor at 1 to 40 atm and constant residence time, over the high temperature range
800–1300 K, and for variable equivalence ratio 0.5���2. Concentration profiles of
reactants, stable intermediates, and final products have been obtained by probe sampling
followed by on-line and off-line GC analyses. The oxidation of kerosene in these condi-
tions was modeled using a detailed kinetic reaction mechanism (209 species and 1673
reactions, most of them reversible). In the kinetic modeling, kerosene was represented by
four surrogate model fuels: 100% n-decane, n-decane-n-propylbenzene
�74% /26% mole�, n-decane-n-propylcyclohexane �74% /26% mole�, and n-decane-
n-propylbenzene-n-propylcyclohexane �74% /15% /11% mole�. The three-component
model fuel was the most appropriate for simulating the JSR experiments. It was also
successfully used to simulate the structure of a fuel-rich premixed kerosene-oxygen-
nitrogen flame and ignition delays taken from the literature. �DOI: 10.1115/1.2364196�

1 Introduction
Kerosene �Jet A, Jet A1, JP-8, TR0� is a complex mixture of

alkanes �50–65% vol. �, mono- and poly-aromatics
�10–20% vol. � and cycloalkanes or naphtenes �mono- and poly-
cyclic, 20–30% vol.� widely used in aircraft engines �1�. The
average chemical formula for kerosene �Jet A, Jet A-1, TR0, JP-8�
differs from one source to another: C12H23 for Gracia-Salcedo et
al. �2�, C11H21 for Edwards and Maurice �3�, C11.6H22 for Martel
�4�, C11H22 for Guéret �5�, and C11H23 for Nguyen and Ying �6�.
In this study, the adopted formula was C11H22. A better knowledge
of its kinetic of combustion is of interest for �i� modeling its
combustion in aviation turbine engines and �ii� for safety reasons.
Actually, the first issue must be addressed through high-pressure
studies whereas the second one that covers pool fires can be ad-
dressed via atmospheric pressure studies. The compounds identi-
fied in kerosene at the highest levels of concentration are
n-alkanes. Due to the complexity of the composition of this fuel,
it is necessary to use a surrogate model fuel for simulating its
oxidation. Under high-pressure jet-stirred reactor �JSR� condi-
tions, the detailed kinetic modeling of kerosene oxidation was
initially performed using n-decane as a model fuel �7�, since
n-decane and kerosene showed very similar oxidation rates under
JSR �7–9� and premixed flame conditions �10�. It was clearly
shown in a previous work �7� that n-decane is an acceptable
model fuel for kerosene oxidation under high pressure, if model-
ing the formation of aromatics is not a major issue since the oxi-
dation of n-decane yields much less aromatics that kerosene.
Therefore, more complex model fuels are necessary to model the
formation of aromatics from the oxidation of kerosene �11–14�.
Surrogate model fuels consisting of n-decane and mixtures of
n-decane with simple aromatic hydrocarbons and cycloalkanes are
tested here, mainly under JSR conditions. The detailed kinetic
reaction mechanisms for the pure components of the surrogate
model fuel had first to be validated before merging the sub-
schemes to yield a kerosene kinetic reaction mechanism �15,16�.
In this paper, we present new experimental results obtained for the

oxidation of kerosene in a JSR at 1 atm, over a wide range of
equivalence ratios �0.5 to 2�, and temperatures in the range
900–1300 K. The oxidation of n-decane in a premixed flame is
modeled, validating the kinetic scheme prior to modeling kero-
sene oxidation under JSR, shock-tube, and premixed flame condi-
tions, using n-decane based model fuels.

2 Experimental Setup
The JSR experimental setup used here is that used earlier

�7–9,15,16�. The reactor consisted of a small sphere of 4 cm di-
ameter �30.5 cm3� made of fused silica �to minimize wall catalytic
reactions�, equipped with four nozzles of 1 mm i.d. for the admis-
sion of the gases that are achieving the stirring. A nitrogen flow of
100 L/h was used to dilute the fuel. As before �7–9,15,16�, all the
gases were preheated before injection in order to minimize tem-
perature gradients inside the JSR. A regulated heating wire of ca.
1.5 kW maintained the temperature of the reactor at the desired
working temperature. The reactants were diluted by nitrogen
��50 ppm of O2; �1000 ppm of Ar; �5 ppm of H2� and mixed
at the entrance of the injectors. High purity oxygen �99.995%
pure� was used in these experiments. Kerosene Jet-A1 was soni-
cally degassed before use. A piston pump �Isco 100DM� or a
Shimadzu 10AD VP pump were used to deliver the fuel to an
atomizer-vaporizer assembly maintained at 200°C. Good thermal
homogeneity along the vertical axis of the reactor was observed
for each experiment by thermocouple �0.1 mm Pt-Pt/Rh, 10%
located inside a thin-wall silica tube� measurements �gradients of
ca. 1 K/cm�. The reacting mixtures were probe sampled by means
of a fused-silica low pressure sonic probe. The samples �ca.
4–6 kPa� were taken at steady temperature and residence time.
They were analyzed on-line by means of a GC-MS and off-line
after collection and storage in 1 L Pyrex bulbs. High-vapor-
pressure species and permanent gases were analyzed off-line
whereas low vapor-pressure compounds were analyzed on-line.
These experiments were performed at steady state, at a constant
mean residence time, the reactants continually flowing in the re-
actor. The temperature of the gases inside the JSR was varied
stepwise. A high degree of dilution was used, reducing tempera-
ture gradients in the JSR and heat release �no flame occurred in
the JSR�.

Gas chromatographs �GC�, equipped with capillary columns
�Poraplot-U, Molecular Sieve-5A, DB-5ms, DB-624, Plot
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Fig. 1 The oxidation of n-decane under premixed flame conditions „1 atm,
0.010 740 33 g/cm2/s, initial mole fractions were 0.0319 for n-decane,
0.285 714 3 for oxygen, 0.682 385 7 for nitrogen…. The data of †10‡ „symbols… are
compared to the modeling „lines….

Fig. 2 The oxidation of kerosene in a JSR „700 ppmv of kerosene,
11,550 ppmv of oxygen, nitrogen diluent; 0.07 s, 1 atm…. The data „large sym-
bols… are compared to the modeling „lines and small symbols… using n-decane
as a model fuel „770 ppmv of n-decane, 11,550 ppmv of oxygen….
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Fig. 3 The oxidation of kerosene in a JSR „700 ppmv of kerosene,
11,550 ppmv of oxygen, nitrogen diluent; 0.07 s, 1 atm…. The data „large sym-
bols… are compared to the modeling „lines and small symbols… using n-decane/
n-propylbenzene as a model fuel „585 ppmv of n-decane, 206 ppmv of
n-propyl-benzene, 11,550 ppmv of oxygen….

Fig. 4 The oxidation of kerosene in a JSR „700 ppmv of kerosene,
11,550 ppmv of oxygen, nitrogen diluent; 0.07 s, 1 atm…. The data „large sym-
bols… are compared to the modeling „lines and small symbols… using n-decane/
n-propylcyclohexane as a model fuel „585 ppmv of n-decane, 206 ppmv of
n-propylcyclohexane, 11,550 ppmv of oxygen….
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Fig. 5 The oxidation of kerosene in a JSR „700 ppmv of kerosene,
11,550 ppmv of oxygen, nitrogen diluent; 0.07 s, 1 atm…. The data „large sym-
bols… are compared to the modeling „lines and small symbols… using n-decane/
n-propylbenzene/n-propylcyclohexane as a model fuel „585 ppmv of n-decane,
119 ppmv of n-propylbenzene, 87 ppmv of n-propylcyclohexane, 11,550 ppmv
of oxygen….

Fig. 6 The oxidation of kerosene in a JSR „700 ppmv of kerosene,
23,100 ppmv of oxygen, nitrogen diluent; 0.07 s, 1 atm…. The data „large sym-
bols… are compared to the modeling „lines and small symbols… using n-decane/
n-propylbenzene/n-propylcyclohexane as a model fuel „585 ppmv of n-decane,
119 ppmv of n-propylbenzene, 87 ppmv of n-propylcyclohexane, 11,550 ppmv
of oxygen….
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Fig. 7 The oxidation of kerosene in a JSR „700 ppmv of kerosene, 5775 ppmv
of oxygen, nitrogen diluent; 0.07 s, 1 atm…. The data „large symbols… are com-
pared to the modeling „lines and small symbols… using n-decane/
n-propylbenzene/n-propylcyclohexane as a model fuel „585 ppmv of n-decane,
119 ppmv of n-propylbenzene, 87 ppmv of n-propylcyclohexane, 11,550 ppmv
of oxygen….

Fig. 8 Oxidation of kerosene in a JSR at 10 atm and t=0.5 s „initial conditions:
1000 ppmv of kerosene TR0, 16,500 ppmv of O2, diluent nitrogen… †7‡. Compari-
son between experimental results „large symbols… and modeling „small sym-
bols and lines… using n-decane/n-propylbenzene/n-propylcyclohexane as a
model fuel „836 ppmv of n-decane, 169 ppmv of n-propylbenzene, 124 ppmv of
n-propylcyclohexane, 16,500 ppmv of oxygen….

398 / Vol. 129, APRIL 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Al2O3/KCl, Carboplot-P7�, TCD, and FID were used for measur-
ing stable species. Compound identifications were made through
GC/MS analyses of the samples. An ion trap detector operating in
electron impact ionization mode �GC/MS Varian Saturn 2000�
was used. As before �15,16�, CH2O and CO2 were measured by
FID after hydrogenation on a Ni/H2 catalyst connected to the exit
of the GC column. A good repeatability of the measurements and
a good carbon balance �100±10% � were obtained in this series of
experiments.

3 Kinetic Modeling
For simulating the oxidation of n-decane and kerosene �10� in

premixed flames, we used the Premix computer code �17�. For
simulating the ignition delays of kerosene-air mixtures, we used
the SENKIN code �18�. For the JSR computations, we used the

PSR computer code �19�, which computes species concentrations
from the balance between the net rate of production of each spe-
cies by chemical reactions and the difference between the input
and output flow rates of species. These rates are computed from
the kinetic reaction mechanism and the rate constants of the el-
ementary reactions calculated at the experimental temperature, us-
ing the modified Arrhenius equation. The reaction mechanism

Fig. 9 Oxidation of kerosene in a JSR „500 ppmv of kerosene,
8250 ppmv of oxygen, nitrogen diluent; 1.0 s, 20 atm… †7‡. The
data „large symbols… are compared to the modeling „lines and
small symbols… using n-decane/n-propylbenzene/
n-propylcyclohexane as a model fuel „418 ppmv of n-decane,
85 ppmv of n-propylbenzene, 62 ppmv of n-propylcyclohexane,
8250 ppmv of oxygen….

Fig. 10 Oxidation of kerosene in a JSR at 40 atm and t=2.0 s
„initial conditions: 250 ppmv of kerosene TR0, 4125 ppmv of
O2, diluent nitrogen… †7‡. Comparison between experimental re-
sults „large symbols… and modeling „small symbols and lines…
using n-decane/n-propylbenzene/n-propylcyclohexane as a
model fuel „209 ppmv of n-decane, 423 ppmv of
n-propylbenzene, 31 ppmv of n-propylcyclohexane, 4128 ppmv
of oxygen….
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used in this study has a strong hierarchical structure. It is based on
the comprehensive commercial fuel oxidation mechanism devel-
oped earlier �12�, where the rate expressions of pressure-
dependent reactions have been updated. The reaction mechanism
used here consisted of 209 species and 1673 reversible reactions.
This mechanism, including thermochemical data, is available
from the author �dagaut@cnrs-orleans.fr�. Since most of it has
been presented in detail in previous papers �7,15,16�, only the
reaction of importance here will be described in the text. The rate
constants for reverse reactions are computed from the correspond-
ing forward rate constants and the appropriate equilibrium con-
stants, Kc=kforward/kreverse calculated using thermochemical data
�20–22�.

4 Results and Discussion
The kinetic model was tested against the atmospheric pressure

n-decane premixed flame data of Douté et al. �10� to verify the
validity of the proposed kinetic scheme for n-decane oxidation in
flame conditions. The experimental temperature profile reported
by the authors was used in the computations. The results of the
comparison between the experimental data and the modeling re-
sults are presented in Fig. 1. A good agreement between the data
and the modeling was observed, confirming the validity of our
kinetic scheme. It is noticeable from Fig. 1 that the computed and
experimental mole fraction profiles for n-decane, oxygen, CO,
CO2, and benzene are in very good agreement. However, the
model tends to underestimate the maximum mole fractions of hy-
drogen, ethylene, acetylene, and ethane and to overestimate those
of methane, propene, and allene �propadiene�. Since we were

pretty confident in this kinetic scheme, it was included as a sub-
scheme into the kerosene kinetic reaction mechanism used in the
other computations.

For the oxidation of kerosene in a JSR, the experimental results
consisted of the mole fractions of the reactants, stable intermedi-
ates, and final products measured at fixed residence time, as a
function of temperature. They are compared to PSR simulations in
Figs. 2–7. These results confirm the already reported intermediate
formation of simple olefins �mainly ethylene and propene� and
methane representing the major intermediate hydrocarbons
�7,8,10� formed from the oxidation of kerosene.

To test the effect of the model fuel composition on the compu-
tations, we modeled the oxidation of a stoichiometric mixture of
kerosene using four different model fuels. These computational
results are reported in the following paragraphs.

First, n-decane was used as a model fuel. As can be seen from
Fig. 2, the modeling of kerosene oxidation in a JSR using this
single-component model fuel yields good agreement between the
data and the modeling results for most of the species but 1,3-
cyclopentadiene �noted 1,3CPD�, benzene, and toluene, for which
the model strongly underestimates the concentration. These results
confirm the already reported similitude between n-decane and
kerosene kinetics of oxidation �7–10�. They also confirm the
inclusion of nonparaffin components in the model fuel is nec-
essary to simulate the formation of aromatics from kerosene
oxidation �12�.

The second model fuel tested was a n-decane/n-propylbenzene
�74% /26% mole� mixture. As can be seen from Fig. 3, the mod-
eling of kerosene oxidation in a JSR in stoichiometric conditions

Fig. 11 Reaction paths for kerosene oxidation drawn from the modeling
using the selected three-component model fuel
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using this model fuel yields good agreement between the data and
the modeling for most of the species but 1,3-cyclopentadiene,
benzene, and toluene. It is noticeable that the mole fractions of
benzene and toluene are overestimated whereas that of 1,3-
cyclopentadiene is underestimated. These results confirm the
inclusion of cycloalkanes in the kerosene model fuel is nec-
essary �12�.

The third model fuel used was an n-decane/
n-propylcyclohexane �74% /26 mole� mixture. As can be seen
from Fig. 4, the modeling of kerosene oxidation using this model
fuel yields good agreement between the data and the modeling for
most of the species but benzene and toluene, which are strongly

underestimated. These results were expected based on a study of
the oxidation of n-propylcyclohexane �15� showing little forma-
tion of benzene and toluene.

Finally, a mixture n-decane/n-propylbenzene/
n-propylcyclohexane �74% /14% /11% mole� was tested as a
model fuel. This mixture was more representative of the compo-
sition of kerosene �1,12�. Figure 5 shows that the modeling of
kerosene oxidation in a JSR using this model fuel yields good
agreement between the data and the computational results for
most of the species, including simple aromatics �benzene, tolu-
ene�. Therefore, this three-component model fuel was selected for
modeling the oxidation of kerosene in other experiments �7,10�.
Figures 6 and 7 further demonstrate that using this three-
component model fuel is convenient for modeling the oxidation of
kerosene under JSR conditions at 1 atm.

The proposed model was further tested under high-pressure
conditions modeling previous JSR experiments performed at 10,
20, and 40 atm �7�. In these conditions also, the presently pro-
posed kinetic model performed well, as depicted in Figs. 8–10.
We noted no major influence of the pressure on the model capa-
bilities. More high pressure data, unavailable at present, would be
necessary to further test the present scheme.

We performed a kinetic analysis of the reaction paths during the
oxidation of the kerosene model fuel at 10 atm, under stoichio-
metric conditions �cf. Fig. 8�. It indicated that the overall oxida-
tion of the fuel is mostly driven by n-decane. According to the
model, at 900 K, the early stages of the fuel oxidation involve the
oxidation of n-decane, n-propylbenzene, and n-propylcyclohexane
�reaction rates of respectively 8.5�10−8, 1.8�10−8, 1.3
�10−8 mol/cm3/s at 10 ms and 900 K�. Hydroxyl radicals are
the main species involved in the oxidation of the fuel mixture. The

Fig. 12 The oxidation of kerosene under premixed flame conditions „1 atm,
0.010 739 794 g/cm2/s, initial mole fractions: 0.0319 of kerosene, 0.286 43 of
oxygen…. The data of †10‡ „symbols… are compared to the modeling „lines…. The
initial mole fractions used in the modeling were n-decane, 0.024 636 85;
n-propylbenzene, 0.004 993 912; n-propylcyclohexane, 0.003 662 271, oxygen,
0.286 43; nitrogen, 0.680 276 967….

Fig. 13 Ignition delay of kerosene/air mixtures at 1 atm
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oxidation of n-decane is responsible for the production of these
radicals via a complex reaction scheme that can be summarized as
follows:

n-C10H22 ⇒ 3-C10H21,4-C10H21, and 5-C10H21

n-C10H22 ⇒ 1-C8H17,4-C8H17,2-C8H17, and 3-C8H17

The decyl and octyl radicals isomerize and decompose.
Their decomposition yields 1-butyl and 1-propyl radicals
that in turn decompose. The further reactions in turn yield OH
radicals: 1-C4H9+M⇒C2H5+C2H4+M; 1-C3H7+M⇒CH3
+C2H4+M; C2H5+O2⇒C2H4+HO2; 2HO2⇒H2O2+O2; H2O2
+M⇒OH+OH+M; CH3+HO2⇒OH+CH3O. Sensitivity analy-
ses indicated that benzene formation mostly depends on the
kinetics of n-propylbenzene+OH⇒C6H5-C3H6+H2O, benzyl
+HO2⇒C6H5-CH2O+OH, Styrene+H⇒C6H5+C2H4, C6H6
+O⇒C6H5O+H, and H+O2+M⇒HO2+M. A schematic repre-
sentation of the main reaction paths is given in Fig. 11.

The atmospheric pressure premixed flame of kerosene reported
in �10� was also simulated to further test the validity of the pro-
posed kinetic scheme using the selected three-component model
fuel. The experimental temperature profile reported by the authors
�10� was used in the computations. The results of the comparison
between the experimental data and the kinetic computations are
presented in Fig. 12. An overall good agreement between the data
of �10� and the present modeling was observed, further confirming
the validity of our kinetic scheme and the choice of the surrogate
three-component model fuel. It is noticeable in Fig. 12 that the
computed and experimental mole fraction profiles for oxygen, hy-
drogen, CO, CO2, allene, and benzene are in good agreement.

Nevertheless, the proposed kinetic model tends to underesti-
mate the maximum mole fractions of acetylene by 20%, and that
of ethane by a factor of 2. Also, the proposed model tends to
overestimate the maximum mole fractions of ethylene by 20%, of
methane by 10%, and of propene by 30%.

The ignition delays of few kerosene-air mixtures at atmospheric
pressure have been reported before �23,24�. They have been used
in several previous modeling efforts where reasonable agreement
between computations and data was achieved �11,13,14,25�. The
present computed results shown in Fig. 13 are in line with these
previous modeling results.

5 Conclusion
New experimental results were obtained for the oxidation of

kerosene in a JSR at 1 atm. These data were used in conjunction
with literature data consisting of �i� high-pressure JSR experi-
ments, �ii� flame structures of n-decane and kerosene, and �iii�
kerosene-air ignition data to validate a detailed kinetic scheme for
kerosene ignition, oxidation, and combustion. Four surrogate
kerosene model fuels were tested: �i� n-decane, �ii� n-decane-
n-propylbenzene �74%-26% mole�, �iii� n-decane-
n-propylcyclohexane �74%-26% mole�, and �iv� n-decane-
n-propyl-benzene-n-propylcyclohexane �74%−15%−11% mole�.
Among these four model fuels, the n-decane/n-propyl-benzene/
n-propylcyclohexane mixture yielded the best modeling of the
JSR experiments. Further validations of the proposed kinetic
scheme and surrogate model fuel are still necessary, particularly
under high pressure. Such validations require new measurements
unavailable at present. The use of more complex model fuels
might also improve the agreement with the data as postulated for
modeling diesel fuel combustion �26�.
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Nomenclature
� � equivalence ratio

FID � flame ionization detector
GC � gas chromatography

GC-MS � gas chromatography-mass spectrometry
JSR � jet-stirred reactor

TCD � thermal conductivity detector
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Lean Blowout Limits and NOx
Emissions of Turbulent, Lean
Premixed, Hydrogen-Enriched
Methane/Air Flames at High
Pressure
Flame stability is a crucial issue in low NOx combustion systems operating at extremely
lean conditions. Hydrogen enrichment seems to be a promising option to extend lean
blowout limits (LBO) of natural gas combustion. This experimental study addresses flame
stability enhancement and NOx reduction in turbulent, high-pressure, lean premixed
methane/air flames in a generic combustor capable of a wide range of operating condi-
tions. Lean blowout limits and NOx emissions are presented for pressures up to 14 bar,
bulk velocities in the range of 32–80 m/s, two different preheating temperatures (673 K,
773 K), and a range of fuel mixtures from pure methane to 20% H2/80% CH4 by volume.
The influence of turbulence on LBO limits is also discussed. In addition to the investiga-
tion of perfectly premixed H2-enriched flames, LBO and NOx are also discussed for
hydrogen piloting. Experiments have revealed that a mixture of 20% hydrogen and 80%
methane, by volume, can typically extend the lean blowout limit by �10% compared to
pure methane. The flame temperature at LBO is �60 K lower resulting in the reduction
of NOx concentration by �35% (0.5→0.3 ppm/15% O2). �DOI: 10.1115/1.2436568�

Keywords: lean blowout limits, NOx emissions, hydrogen enrichment, high-pressure, lean
premixed flames

Introduction
Currently, lean premixed combustion is the favored method for

low-emission power generation from natural gas used in station-
ary gas turbines. Homogeneous mixing of the fuel and air com-
bined with ultralean operation provide a reduction of flame tem-
perature and are key to its success in minimizing NOx formation.
Increasing environmental concerns will lead to heavier restrictions
on NOx emissions from gas turbines prompting a need to exploit
this combustion technique to its maximum potential. One of the
major challenges facing designers of such combustion systems is
the flame stability at these lean conditions. Since further reduction
of NOx will require even leaner mixtures, schemes for lean stabil-
ity extension must be considered. Hydrogen doping is a known
method of increasing LBO limits of hydrocarbon fuels and shows
a great deal of promise for application to lean premixed
combustors.

Several experimental results of research combustors operated at
atmospheric pressure were reported in literature. Schefer �1� and
Schefer et al. �2� injected hydrogen in methane/air flames in a
completely premixed mode in a combustor at atmospheric pres-
sure and for swirling flow conditions. Inlet velocities up to
100 m/s were reported. Significant lean blowout extension was
observed for addition of up to 20% hydrogen by volume. Reduc-
tion of the lean stability limit of 10.4% and 16.6% are given for an
inlet velocity of 20 m/s for 10% and 20% hydrogen, respectively.

Emissions of CO and NOx were measured by gas probe measure-
ments and the flame was characterized using both planar laser
induced fluorescence of the OH radical �OH-PLIF� and direct lu-
minous photographs. Wicksall et al. �3,4� studied the effect of fuel
composition for H2/CH4 mixtures on the velocity field in a simi-
lar setup to that used by Schefer �1�. The velocity field was char-
acterized using particle image velocimetry �PIV�, and the mea-
surements were extended to include both velocity measurement
and OH-PLIF simultaneously. Data for only pure CH4 and a mix-
ture of 60% CH4 and 40% H2 by volume are given. It was con-
cluded that the flame and flow structures for CH4 and H2-enriched
CH4 flames �in air� are quite distinct. H2-enriched flames were
described as shorter and more robust. It was stressed that the
location of flame stabilization was altered with hydrogen. Nguyen
and Samuelson �5� conducted experiments in a swirling flow com-
bustor at atmospheric pressure with discrete hydrogen dopant in-
jection in premixed natural gas and air. Incoming air was not
preheated and reference velocities were 5 m/s and 7.5 m/s. Ra-
tios of hydrogen to natural gas up to 1.11% in terms of energy
output were tested. From these tests, it was concluded that such a
hydrogen addition scheme could significantly widen the lean sta-
bility limits of the combustor.

Characteristics of hydrogen-enriched flames in model burners
�counterflow, jet-stirred reactor� were also reported in literature.
Jackson et al. �6� has investigated, numerically and experimen-
tally, the effect of hydrogen on lean premixed methane flames at
atmospheric pressure using a highly strained counterflow burner.
The fuel/air mixtures were preheated to 300°C and 400°C. Ve-
locity profiles were measured using laser Doppler velocimetry
�LDV�. Lean extinction was measured for a range of strain rates
and concentrations of hydrogen 0%, 5%, 10%, and 20% �defined
by fraction of oxygen consumed by H2�. The conclusion was
made that the improved lean flammability was mainly attributed
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to the increase in flame speed, but transport effects by way of
Lewis number reduction were also cited. Similarly, Guo et al. �7�
has modeled ultralean counterflow flames to investigate the effect
of hydrogen on flammability limits and NOx emission of methane/
air flames. It was claimed that, because of enhancement in the rate
of the NNH or N2O intermediate, NO increases for a given
equivalence ratio when H2 is added. However, hydrogen enrich-
ment allows combustors to operate at ultralean conditions, result-
ing in significant reductions of NOx emissions. Ren et al. �8� used
a single jet-wall stagnation flow burner for experiments and nu-
merical modeling. With this configuration laminar flame speeds
were measured for low strain rates as well as the values for the
extinction strain rates. Axial velocities were measured using LDV,
and stable species concentrations were measured by molecular
beam mass spectrometry. NOx was measured with a chemilumi-
nescence analyzer. Mixtures of up to 8% H2 in CH4/air flames at
atmospheric pressure were presented. It was shown that by adding
up to 8% hydrogen the laminar flame speed increases on the order
of 5–10%. Computations predict that this amount of hydrogen
reduces the extinction limit by 7%.

Only a few high-pressure studies can be found in literature.
Dagaut and Dayma �9� have studied the oxidation of hydrogen-
enriched natural gas blends experimentally and numerically. The
experiments were performed in a fused silica jet-stirred reactor at
elevated pressures �up to 10 bar�, different equivalence ratios �0.3,
0.5, 1�, and with different mixtures of hydrogen and natural gas.
The results showed a significant increase of the reactivity of the
natural gas blend when hydrogen is added due to an increase of
the OH radical concentration. Halter et al. �10� has characterized
the effects of pressure and hydrogen concentration on laminar
premixed flames. Measurements were performed in a spherical
combustor at pressures between 0.1 MPa and 0.5 MPa, equiva-
lence ratios of �=0.7−1.2 and hydrogen concentrations up to
20% by volume. Measurements consisted of Schlieren photogra-
phy of the flame initiated by central ignition in the spherical com-
bustor. He concludes that addition of hydrogen increases the lami-
nar burning velocity, decreases the laminar flame thickness, and
reduces the dependence of the laminar burning velocity against
flame stretch. Increasing pressure has the effect of decreasing the
burning velocity and also the laminar flame thickness for all mix-
tures. Additionally, Halter et al. �11� has extended the investiga-
tions to turbulent, lean premixed flames. Measurements were car-
ried out in a Bunsen-type burner at pressures up to 1 MPa at a
constant mean flow velocity of 2.1 m/s and for pure methane as
well as mixtures of 10% and 20% hydrogen �by volume in meth-
ane� with an equivalence ratio of 1. The main focus of the work
was to characterize the flame front geometry, flame surface den-
sity, and the instantaneous flame front thermal thickness. Mea-
surements included Mie-scattering tomography and Rayleigh scat-
tering. It was observed that the mean flame height decreases with
hydrogen addition. Flame brush thickness also was seen to de-
crease with hydrogen addition, which was attributed to both the
reduction in flame height and the decrease in laminar flame thick-
ness. It was additionally concluded that small-scale flame front
wrinkling is enhanced by hydrogen addition. This is based on the
observation that there is a slight broadening of the structure size
distribution. Finally, the ratio of turbulent flame speed to laminar
flame speed, ST /SL, was said to increase with hydrogen addition
due to the augmentation of flame surface density.

In spite of the quantity of current research activity involving
hydrogen enrichment to lean premixed combustion, a deficit exists
for experiments at gas turbine relevant conditions. More specifi-
cally, there is very little high-pressure data for turbulent, lean
premixed flames available. Changes in flame characteristics at el-
evated pressures �flame position, flame structure, flame speeds,
pollutant formation, etc.� necessitate those experiments. The goal
of the present research is to experimentally investigate to what

extent mixtures of hydrogen in methane, both premixed with air
and piloted, can effectively improve flame stability and to quan-
tify the impact on NOx emissions.

Use of large amounts of pure hydrogen for application in power
generation is not considered feasible at the present time in spite of
its favorable combustion characteristics. Its main drawback is a
lack of a natural source and supporting infrastructure. The com-
plexity and limitation of modern competitive hydrogen production
techniques still make costs prohibitive. However, current interest
in hydrogen technologies among the scientific community is driv-
ing the development of hydrogen production and distribution tech-
niques as well as devices for onboard fuel reformation of hydro-
carbon fuels. Taking these factors into account, an upper limit of
20% hydrogen in fuel mixtures by volume �7% of total thermal
power� was set by the authors for experimental consideration.
Fuel reformers could be designed to supply mixtures containing
such amounts of hydrogen derived from the natural gas used as
the main fuel source. However, for a real gas turbine application
due to the limited space in the high-pressure section, the reformer
should be as small as possible thereby limiting the amount of
hydrogen enrichment.

Lean blowout limits and NOx emissions were measured for
premixed methane/hydrogen/air flames with a preheating tempera-
ture of 673 K and 773 K. Inlet bulk velocities were varied from
32 m/s to 80 m/s at pressures between 5 bar and 14 bar. Fuel
mixtures of 0–20% hydrogen by volume in methane were tested.
Additionally, LBO and NOx were measured also for some hydro-
gen piloted cases.

Experimental Setup
The experiments were carried out in a generic, high-pressure

combustor shown in Fig. 1. The combustor with complete optical
access is specifically designed to study turbulent, lean premixed
flames �Fig. 1�. It is capable of operation up to a pressure of
30 bar, with a maximum airflow rate of 750 mN

3/hr �0.3 kg/s�
and flame temperatures up to 1850 K. The combustion air can be
electrically preheated as high as 823 K. The combustor has a
maximum thermal power of 400 kW. The cylindrical liner con-
sists of two coaxial quartz glass tubes �inner quartz glass tube
diameter D=75 mm�, which are convectively air cooled. The
combustor inlet diameter d is 25 mm. The flame is stabilized by
the recirculation of hot flue gases due to the sudden expansion
geometry. A hydrogen torch igniter is used to ignite the homoge-
neously premixed fuel/air mixture. In this study, pure methane/air

Fig. 1 High-pressure combustor with OH chemiluminescence
detector
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mixtures and mixtures with H2 enrichment up to 20% by volume
of the fuel �up to 7% of total thermal power� were investigated in
the premixed and piloted mode. In the piloting experiments, hy-
drogen was injected through 12 holes �dhole=1 mm� each located
at the radius 20 mm �see Fig.2�. The high level of optical access
required for nonintrusive laser diagnostics �PIV, PLIF� is provided
by three large high-pressure windows.

A water-cooled gas probe located at the exit of the combustor
coupled with a conventional exhaust gas analysis system was used
to measure the concentration of the major species �CO, CO2, O2,
NOx�. The NOx detection limit was 0.1 ppm �1% of full scale�. A
more detailed description of the setup can be found in �12,13�.
Exhaust gas temperatures were measured with a thermocouple
�S-type Pt/Pt-Rh� also located at the center of the combustor exit.
The measured temperatures reported here are corrected for heat
losses due to radiation, convection, and conduction �14�. The cor-
rected temperatures Texhaust are �60 K higher than the measured
values. Taking advantage of the optical access, a sensor was used
to record the OH chemiluminescence signal at a rate of up to
1 kHz �see also Fig. 3�. Because of the sensor design �15�, the
resulting signal is proportional to the OH chemiluminescence in-
tegrated over a significant extension of the flame.

LBO limits are determined using the combination of the mea-
surement techniques previously mentioned. These measurements
are typically carried out, starting from a stable flame at a fixed
fuel-to-air ratio and then slowly decreasing the fuel flow rate in
steps, keeping the other conditions constant, until LBO occurs.
The exhaust gas concentrations, the exhaust gas temperature, and
the OH chemiluminescence signal are simultaneously recorded.
However, the temporal resolution of the exhaust gas concentration
measurements is much smaller �1 Hz� than for the chemilumines-
cence signal. Additionally, there is a certain time delay in the
response of the exhaust gas analysis system to a concentration

change because of a high exhaust gas volume in pipes, pump,
filters, etc. At each step, a certain period of time is allowed to
elapse to verify whether the flame is stable or not �criteria: ex-
haust gas temperature and species concentrations are steady in
time�. Then, toward LBO, the flame-sensing signal begins to fluc-
tuate heavily, and large regions of local extinctions are observed
�the signal may even reach zero for short periods of time; see Fig.
3�. Proximity to lean extinction is made even more evident by a
rapid increase in the CO concentration indicating incomplete com-
bustion due to local extinction events. The flame then enters a self
exciting mode �fluctuations are getting stronger and stronger� in
which its position, shape, and length change rapidly until LBO
occurs. When the flame is completely extinguished, the exhaust
gas temperature quickly decreases and the OH chemilumines-
cence signal becomes zero, thus defining the critical equivalence
ratio �LBO. An example of the OH chemiluminescence time his-
tory of a lean blowout event is shown in Fig. 3. The repeatability
of the measured LBO values was observed to be �3% ���
�0.01�. This can be attributed to inaccuracies associated with the
various components of the measurement and control chain �mass
flow controllers for the reactants and coolants, thermocouples,
pressure transducers, exhaust gas analyzers, etc.� as well as minor
variations in heat loss from the combustor, which has proven quite
challenging to perfectly reproduce.

The turbulence intensity u� and the integral length scale LT in
the inlet �16� can be varied by using different turbulence grids
�defined by hole diameter dH and blockage ratio� or by mounting
these grids at different axial positions within the combustor inlet
section �see Fig. 1�. In this study, perforated plates with hexago-
nally located holes �dH=3 mm� of two different blockage ratios
�50% and 65%� and two grid position �xg=10 and xg=30� were
used. The nomenclature of the grids is explained in Table 1. xg is
the normalized grid position, which is defined as the axial distance
from the grid position to the combustor inlet �x=0 mm�, divided
by the grid hole diameter dH. The experimental conditions of the
studied flames are presented in Table 2.

Results

Lean Blowout Limits and NOx of Premixed Flames. In Fig.
4, lean stability limits �LBO� are shown for a pressure of 5 bar
and a bulk velocity range of 32–80 m/s, with 10% and 20% H2
enrichment and for two different inlet temperatures �673 K,
773 K�. For comparison, LBO results for pure methane are also
given. Stable flames are observed in the regime on the right-hand
side of each curve, whereas on the left-hand side of each curve
lean blowout occurs. For all fuel mixtures, increasing the bulk
velocity causes the flames to extinguish at less lean conditions
because of an increased flame stretch due to higher velocity gra-
dients between the jet core and the recirculation zone. For a con-

Fig. 2 Hydrogen piloting

Fig. 3 Time history of the OH chemiluminescence signal during lean
blowout
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stant preheating temperature, the slope of each curve is equal for
all fuel mixtures. Adding hydrogen enhances the flame stability
because of a higher OH radical concentration �9,17�, which leads
to a higher global reaction rate and a higher flame speed, which
finally leads to lower values of the critical equivalence ratio. The
laminar flame speed of premixed methane/air flames enriched
with 20% H2 by volume is �20% higher than for pure methane/
air flames �10�. For 20% hydrogen enrichment by volume, the
critical equivalence ratio is 9–10% lower in comparison to pure
methane. Because of a higher flame temperature for the higher
preheating cases �773 K� and, subsequently, higher flame speed,
the lean blowout limits are shifted to lower equivalence ratios and
the slope is steeper than for the cases with a preheating tempera-
ture of 673 K. This indicates a lower sensitivity of the high-
temperature flames to flame stretch because of higher flame
speeds. Increasing the preheating temperature of 100 K results in
a 13–18% decrease of the critical equivalence ratio, depending on
the absolute value of the bulk velocity.

The dependency of LBO limits seems to be linear, which will
be further elucidated in Fig. 5. This figure shows the LBO limits
as a function of the hydrogen content of the fuel for two preheat-
ing temperatures �673 K, 773 K�, two pressures �5 bar, 14 bar�,
and a bulk velocity of 40 m/s. As pointed out earlier, the critical
equivalence ratio linearly depends on the hydrogen content of the
fuel. In consideration of a reproducibility of the measured LBO
data ����0.01�, the slope is equal for all curves �at both pre-
heating temperatures and pressures�. The high-pressure results
document that the extension of the lean stability limits measured
at 5 bar are also valid for real gas turbine pressures.

The influence of the turbulence characteristics on LBO limits is
discussed with the help of Fig. 6, which shows the results for two

different turbulence grids. The characteristic values of the turbu-
lence intensity and the integral length scale are given in Table 1.
The detailed velocity field measurements are described in �16�. In
the low bulk velocity range �up to �50 m/s�, almost no differ-
ence can be observed between the high- and low-turbulence grid.
For higher bulk velocities, the critical equivalence ratios of the
low-turbulence grid �g350,xg30� are slightly lower ��3% � com-
pared to the LBO limits of the g365,xg10 grid. This can be attrib-
uted to lower flame stretch effects due to lower turbulence inten-
sities in the jet core associated with the grid g350,xg30. This trend
is maintained in the H2-enriched flames.

The positive impact of the discussed LBO extension on the
emission characteristics of lean premixed flames due to H2 enrich-
ment is presented in Fig. 7, which shows the NOx and CO emis-
sions together with the measured exhaust gas temperatures for
pure methane and 20% H2 enrichment. The data were measured at
5 bar, 673 K, and 40 m/s. For a better illustration of the correla-
tion of NOx concentration and temperature, the calculated adia-
batic flame temperatures are also presented. Because the differ-

Table 1 Grid nomenclature and turbulent quantities at the inlet.

Grid
nomenclature

Hole
diameter

dH
�mm�

Blockage
ratio
�%�

Position
xg

Relative turbulence
intensity at inlet

u� /ubulk
�%�

Integral length scale
at inlet

LT
�mm�

g365,xg10 3 65 10 15 2.2
g350,xg30 3 50 30 5 3.1

Table 2 Experimental conditions

bulk velocity at inlet ubulk �m/s� 32–80
inlet temperature �K� 673, 773
pressure �bar, absolute� 5–14
equivalence ratio � 0.33–0.57
H2 content of fuel �vol% � 0–20

Fig. 4 LBO limits of the velocity variation for two different inlet
temperatures „673 K, 773 K… and different CH4/H2 mixtures
„5 bar, 40 m/s, grid g365,xg10…

Fig. 5 Effect of H2 enrichment on LBO limits for two different
inlet temperatures „673 K, 773 K… and pressures of 5 bar and
14 bar „40 m/s, grid g365,xg10…

Fig. 6 Effect of turbulence intensity on LBO limits „673 K,
5 bar, grids g365,xg10 and g350,xg30…
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ence between the adiabatic flame temperatures of pure methane
and 20% H2-enriched methane is very small ��10 K�, only the
values for 20% H2 enrichment are shown. Because of the exten-
sion of the LBO limits for hydrogen addition, lower minimum
NOx emissions can be reached because of a lower flame tempera-
ture at lower equivalence ratios �Fig. 7�. The maximum NOx re-
duction is �35% compared to pure methane flames. For a con-
stant equivalence ratio at very lean conditions ���0.43�, the NOx
concentrations of pure methane and methane/hydrogen flames are
almost the same indicating no chemical effect of hydrogen addi-
tion on NOx. This is not true for higher equivalence ratios ��
�0.50�. In this equivalence ratio range, the NOx concentration of
the methane/hydrogen flames is higher than for pure methane
flames. This will be discussed in more detail later with the help of
Fig. 8.

Except for extremely lean conditions �close to LBO�, the mea-
sured CO emissions are always close to zero. Because of the low
flame temperature at equivalence ratios close to LBO and a higher
probability of local extinction events at these conditions, the CO
concentration increases while approaching LBO. For these low
temperature conditions, the residence time is not sufficient for
complete oxidation of CO. The presented exhaust gas tempera-
tures are approximately 100–150 K below the adiabatic flame

temperatures, which can be attributed to a relative combustor heat
loss of �8% of the thermal power and to the measurement error
of the unshielded thermocouple �S-type�.

The existence of a chemical effect of H2 enrichment on NOx at
less lean conditions is more evident in Fig. 8, in which the com-
parison of the NOx concentrations for pure methane and methane/
hydrogen flames at different pressures �5–14 bar� and two differ-
ent equivalence ratios �0.5, 0.43�, is presented.

At an equivalence ratio of �=0.5, the NOx concentration is
higher when H2 is added and seems to be independent of pressure.
Because of an exhaust gas temperature, which is the same for both
mixtures �see Fig. 7�, this can only be a chemical effect, e.g., due
to a higher OH radical concentration when hydrogen is added �9�,
which leads to a higher thermal NOx formation �e.g., N+OH
→NO+H�. Another possibility would be the enhanced NOx for-
mation via the intermediate routes NNH and N2O according to
�7�. For pure methane/air flames at �=0.5, the NOx concentration
does slightly decrease with increasing pressure. This can be attrib-
uted to the well-known decrease in the radical pool concentration
with increasing pressure, which lowers the thermal NOx formation
rate �18�. For the leaner equivalence ratio ��=0.43�, the adiabatic
flame temperature is well below the “Zeldovich limit” of 1800 K;
therefore, the NOx formation rate is low. This is probably the
reason why a higher OH radical concentration due to H2 enrich-
ment does not increase the NOx formation for such lean equiva-
lence ratios. Therefore, the NOx emissions of the pure methane
and methane/hydrogen flames are the same �Fig. 8, �=0.43�.

As discussed earlier, increasing the preheating temperature of
the fuel/air mixture results in an extension of the LBO limit �Fig.
4�. But due to a higher flame temperature, the NOx emission is
significantly increased. This can be seen in Fig. 9, which shows
the NOx concentration, the exhaust gas temperature, and the cal-
culated adiabatic flame temperatures for a preheating temperature

Fig. 7 Effect of LBO extension due to H2 enrichment on NOx,
CO, and exhaust gas temperature „673 K, 5 bar, 40 m/s, grid
g365,xg10…

Fig. 8 Pressure influence on NOx for pure methane and
methane/hydrogen flames and two different equivalence ratios
„673 K, 40 m/s, grid g365,xg10…

Fig. 9 Influence of preheating on NOx, CO, and exhaust gas
temperature for pure methane and methane/hydrogen flames
„5 bar, 40 m/s, grid g365,xg10…
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of 673 K and 773 K. These measurements were performed at
5 bar and 40 m/s. The strong �exponential� dependency of NOx
on temperature can be clearly seen in Fig. 9.

For a constant fuel mixture �methane or methane/hydrogen�, the
minimum NOx concentration is approximately the same for 673 K
and 773 K preheating temperature, but they are obtained at differ-
ent equivalence ratios. Because of the LBO extension due to the
higher preheating temperature of 773 K, the minimum NOx is
measured at ��0.34 for H2 enrichment ���0.37 for pure meth-
ane�, whereas for 673 K the minimum NOx is measured at �
�0.39 for 20% H2 enrichment ���0.43 for pure methane�. Be-
cause of the higher flame temperature ��+50 K� because of a
higher preheating temperature �773 K�, the maximum CO emis-
sions are lower than for the preheating temperature of 673 K.

Lean Blowout Limits and NOx of H2-Piloted Flames. All
LBO limits and NOx emissions presented thus far were measured
for perfectly premixed fuel air mixtures. In comparison, LBO lim-
its and NOx emissions for hydrogen piloting are presented in Figs.
10 and 11.

As expected, adding hydrogen via pilot jets instead of a per-
fectly premixed H2 enrichment extends the LBO limits more ef-
fectively. For 20% hydrogen addition, this extension is �3% of
the LBO limit for premixed H2 enrichment �Fig. 10�. Hydrogen
addition via pilot jets form high-temperature zones in a region

close to the combustor head because of a less lean mixture in the
vicinity of the jets and therefore create high radical concentra-
tions, which improve the flame stability. These highly reactive
high-temperature zones close to the combustor head are clearly
visible in Fig. 12�b� in which the OH chemiluminescence signal
for a typical H2 piloted flame is shown. The OH chemilumines-
cence signal, which has been scaled to the same maximum in both
figures, is known to be a good marker of the heat release zone
�19�. The comparison of both cases �piloted and premixed� shows
that for the perfectly premixed hydrogen addition a lifted jet flame
is formed, whereas for the hydrogen jets an attached flame is
visible �Fig. 12�. Because the global equivalence ratio is the same
in both cases, for the piloted case more fuel �hydrogen� is added
in zones where the jets are located. This consequently causes
leaner conditions in the region close to the centerline causing the
higher overall flame length �dark gray zone� of the piloted flames.

These high-temperature zones with high radical concentration
are the reason for the higher NOx emissions of the piloted flames
compared to H2 premixing. In Fig. 11, the NOx emissions for both
flames are presented. In the equivalence ratio range 0.4��
�0.5, almost no influence of the NOx concentration of the H2
piloting flames on the equivalence ratio can be seen and the NOx
levels are an order of magnitude higher than for H2 premixing.
This confirms the dominating role of the high-temperature zones
for NOx formation. In the present study, the hydrogen jets were

Fig. 11 Typical flame shape of premixing and H2 piloting
„673 K, 5 bar, 40 m/s, �=0.5, grid g365,xg10…

Fig. 10 Comparison of LBO limits for H2 addition premixed
versus piloting „673 K, 5 bar, 40 m/s, grid g365,xg10…

Fig. 12 Comparison of NOx emissions for H2 addition premixed versus pi-
loting „OH chemiluminescence, 673 K, 5 bar, 40 m/s, grid g365,xg10…
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located to mainly dope the recirculation zone. This is one of the
two extreme possibilities �doping the recirculation zone or the
shear layer�.

It can be concluded that doping the recirculation is not the
optimal solution because of high NOx formation due to high tem-
peratures and long residence times in the recirculation zone. Dop-
ing the shear layer seems to be a more promising option to im-
prove the flame stability without increasing the NOx formation too
much. Previous experimental results of CH4/air flames have
shown that the flame stabilizes within the high-turbulent shear
layer �13�. Therefore, doping the shear layer with hydrogen would
significantly improve the flame stability. However, the conse-
quence of doping the shear layer with H2 on NOx formation has to
be further investigated in the future.

Conclusions
For a further optimization of the lean premixed combustion

technology, hydrogen addition seems to be a promising option to
enhance the flame stability and to achieve lower NOx emissions.
This stimulates the experimental investigation of lean blowout
�LBO� limits and NOx emissions for lean premixed methane/
hydrogen/air flames in a generic combustor at conditions relevant
to modern, low-emission, stationary gas turbines. The experiments
were performed for a broad set of parameters including an inlet
velocity variation from 32 m/s to 80 m/s, pressures from 5 bar to
14 bar and two preheating temperatures �673 K, 773 K�. Fuel
mixtures containing between 0% and 20% hydrogen in methane
by volume �up to 7% of total thermal power� were investigated in
the premixed and piloted mode.

The results showed that premixing of hydrogen can extend the
lean stability limit significantly. Because of a higher OH radical
concentration, which leads to a higher global reaction rate and a
higher flame speed, the equivalence ratios, where LBO is ob-
served, are lower with hydrogen enrichment. This extension of the
LBO limit is linearly dependent on the hydrogen content of the
fuel. For 20% hydrogen enrichment by volume, the critical
equivalence ratio is �10% lower in comparison to pure methane.
For higher bulk velocities, decreasing the turbulence intensity in
the combustor inlet results in slightly lower LBO limits compared
to LBO limits of the high-turbulence grid. This can be attributed
to lower flame stretch effects due to lower turbulence intensities in
the jet core. A strong positive impact of the LBO extension on the
emission characteristics of lean premixed flames due to H2 enrich-
ment was found. Because of the extension of the LBO limits for
hydrogen addition, lower minimum NOx emissions can be ob-
tained because of a lower flame temperature at lower equivalence
ratios. The maximum NOx reduction is �35% compared to pure
methane/air flames.

Doping the recirculation zone with hydrogen with hydrogen
piloting does not significantly improve the LBO limits. Further-
more, NOx emissions are significantly higher in this case because
of high-temperatures zones with high radical concentration
formed in the vicinity of the hydrogen jets.

The presented results show the potential of further lowering the
NOx emissions in lean premixed combustion for stationary gas
turbines if a small amount of hydrogen is added. The influences of
H2 enrichment on turbulent flame speeds and flame structure are
interesting questions, which will be worked on in the future.
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Particle Image Velocimetry
Measurements of the
Three-Dimensional Flow in an
Exhaust Hood Model of a
Low-Pressure Steam Turbine
The three-dimensional flow structure inside an exhaust hood model of a low-pressure
steam turbine was investigated using a particle image velocimetry (PIV) velocity field
measurement technique. The PIV measurements were carried out in several selected
planes under design operation conditions with simulated total pressure distribution and
axial velocity profile. The mean flow fields revealed a complicated vortical flow structure
and the major sources of energy loss. Vortices with different scales were observed inside
the exhaust hood: a strong separation vortex (SV) behind the tip of the guide vane, a
longitudinal vortex (LV) at the exhaust hood top, a large-scale passage vortex (PV)
evolving throughout the flow path, and an end-wall vortex (EWV) in the region adjacent
to the front end-wall. Both the SV and the large-scale PV seemed to consume large
amounts of kinetic energy and reduce the pressure recovery ability. The results indicate
that the steam guide vane and the bearing cone should be carefully designed so as to
control the vortical flow structure inside the exhaust hood. �DOI: 10.1115/1.2431387�

Keywords: exhaust hood, low-pressure steam turbine, PIV

1 Introduction

The exhaust hood of a low-pressure steam turbine transforms
the kinetic energy to potential energy and guides the flow from the
last stage blade �LSB� to the downstream condenser. Because of
the presence of the downward condenser, the flow discharged
from the LSB turns 90 deg, from the axial direction to the radial
direction, inducing strong circumferential and radial pressure gra-
dients. This phenomenon increases the total pressure loss and re-
duces the recovery of static pressure. In addition, the increase in
static pressure along the flow passage makes the flow more sus-
ceptible to separation. A well-designed exhaust hood can diffuse
the flow effectively, increasing the static pressure from the LSB to
the hood exit �condenser neck flange�. This pressure recovery re-
sults in lower effective back pressure, and the remaining energy
can be used to produce more power. In this manner, the overall
efficiency of the exhaust hood is improved �1�.

It has been recognized that the complicated flow passage and
interaction of various structural components make the flow inside
the exhaust hood one of the most challenging problems in fluid
dynamics �2�. In particular, accurate information on the velocity
distribution through the flow passage is required to estimate the
kinetic energy loss and aerodynamic performance of an exhaust
hood. Most previous studies on exhaust hoods have been carried
out by computational fluid dynamics �CFD� approaches. Tindell et
al. �3� numerically simulated the flow in a low-pressure turbine

exhaust hood at a typical steam power generation station. They
found that approximately 15–20% pressure recovery capability
was lost in the exhaust hood and speculated that a strong horse-
shoe vortex formed at the top of the hood model was the primary
source of this loss. They also mentioned that the modified flow
guide performed differently under uniform and distorted �simu-
lated turbine discharge� inflow conditions. Liu et al. �4� investi-
gated the flow in an exhaust hood of a typical 300/600 MW steam
turbine using a multigrid and multiblock three-dimensional �3D�
Navier-Stokes �N-S� solver. For both uniform and distorted inflow
conditions, they found that the pressure recovery was acquired
mainly by the diffuser, not by the exhaust collector. By numerical
simulation of the 3D flow in the same exhaust hood model, Xu et
al. �5� found that the main factor reducing the static pressure
recovery was a large passage vortex �PV� of high intensity.
Sloldov �6�, Dejean et al. �7�, and Linhart and Hoznedl �8�, among
others, also used 3D flow simulation to predict the performance of
exhaust hoods. The CFD results outlined above have contributed
to our understanding of the complex 3D flow structure in exhaust
hoods and have provided information to guide the development of
advanced steam turbine systems.

In contrast to the plethora of simulation studies, there have been
relatively few experimental studies of the flow inside exhaust
hoods, primarily due to the difficulties inherent in measuring this
complicated type of flow. In addition, most experimental data re-
ported to date were obtained using pointwise measurement tech-
niques and, hence, provide sparse data and very limited flow in-
formation �4,9�. Therefore, more accurate and reliable
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experimental data on the flow inside an exhaust hood are required
to elucidate the detailed flow characteristics and to validate the
numerical predictions.

Recently, the particle image velocimetry �PIV� technique has
been accepted as a reliable velocity field measurement method in
the field of fluid mechanics. This technique is a promising method
for exploring the detailed flow structure in an exhaust hood. The
main objective of the present study was to investigate the complex
flow structure inside an exhaust hood model of a low-pressure
steam turbine by means of PIV measurements and to determine
the major sources of energy loss. The results can be used to im-
prove the flow passage design and the performance of the exhaust
hood, as well as to validate numerical predictions.

2 Experimental Apparatus and Methods

2.1 Exhaust Hood Model. The longitudinal and end wall
views of the exhaust hood model tested are shown in Figs. 1�a�
and 1�b�, and a photograph of the model is in Fig. 1�c�. Detailed
scales are marked in this figure as well. The geometric scale ratio
of the tested model to the prototype was 1/4.088. The entrance of
the exhaust hood is defined as the LSB exit plane, and the exit of
the exhaust hood is connected to the condenser neck. The bearing
cone forms the inner boundary of the annular discharge flow, and
the steam guide constitutes the outer boundary. Internal flanges,
support struts, and other small protrusions into the flow path were
removed or simplified in the exhaust hood model. The bearing
cone consists of three frustum cones having various slopes as
shown in Fig. 1�a�. This configuration of the bearing cone is usu-
ally adopted for easy manufacture, even though a single stream-
line cone shows more satisfactory performance. For PIV measure-
ments, most parts of the experimental model were made of
transparent acrylic material.

2.2 Experimental Conditions. Before performing the PIV
measurements, the total pressure distribution and the axial veloc-
ity profile of the prototype turbine were simulated at the exhaust
hood entrance by attaching several annular screens with different
mesh sizes. Axial velocities at four circumferential locations were
measured by crossing the vertical and horizontal center planes
with a Pitot tube, to get a representative velocity at an annulus
height. The mean value was assumed as the axial velocity at the
entrance of the exhaust hood model, as shown in Fig. 2�a�. Figure
2�b� presents the simulated total pressure distribution in the annu-
lus. Here, P is the total pressure, Pmax �=2000 Pa� is the maxi-
mum total pressure. The maximum inflow velocity is 63 m/s, and
the corresponding Reynolds number based on the annulus height
of 42 mm is about 1.7�105. This is greater than the critical Rey-
nolds number above, of which the Re dependence becomes ne-
glectable. Therefore, the flow pattern measured in the exhaust
hood model is expected to be comparable to that in the prototype.
Since the inlet Mach number tested was �0.2, the air compress-
ibility of the prototype steam turbine could not be simulated in
this study. It should be noted that the inflow condition has a sig-
nificant effect on the flow pattern and performance of an exhaust
hood. In this study, the exhaust hood model without rotating
blades was tested for its design operating condition �3�.

2.3 PIV Measurement. The two-frame cross-correlation PIV
method was employed to measure the instantaneous velocity
fields. The PIV system used in this study consists of a dual-head
Nd:Yag laser, optics, a high-resolution CCD camera, and a delay
generator. The Nd:Yag laser produces high-energy �125 mJ�
pulses at a wavelength of 532 nm. Olive oil droplets of mean
diameter �3 �m were seeded as tracer particles. The tracer par-
ticle injection tube was installed 10 m upstream of the exhaust
hood model, so as not to disturb the flow in the test section. A
cylindrical lens and a spherical lens were used to form a thin laser
light sheet to illuminate the measurement planes. Particle images

were captured using a CCD camera of 2k�2k pixel resolution
�Kodak ES 4.0�. A pulse delay generator was used to synchronize
the laser and CCD camera.

Use of a transparent exhaust hood made it possible for the laser
light sheet to illuminate the tracer particles in the target cross
sections and for clear particle images to be captured. However, to
avoid strong light scattering that occurred at the edges and bound-
ary of the exhaust hood model, some parts of the model surfaces
were painted black. The thickness of the laser light sheet was
carefully adjusted to be 1–2 mm to reduce the scattering of laser
light. For PIV measurements in the planes perpendicular to the

Fig. 1 Schematic diagram and photograph of the exhaust
hood model tested „units in mm…, „a… longitudinal view; „b… end
wall view, and „c… photograph
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dominant flow, this thickness is sufficient to accommodate enough
number of particle pairs even with strong out-of-plane motion. An
additional factor degrading the image quality was attachment of
the olive oil particles on the internal surface of the experimental
model. To minimize this problem, the model was cleaned after a
certain period of operation time, with particular care being taken
to clean the test section to ensure clear particle images.

Taking into account the axisymmetric geometry of the exhaust
hood model, measurements were made only in the left half of the
model with respect to the vertical center plane �Y-Z plane indi-
cated in Fig. 1�a��. To obtain 3D flow field information, the PIV
measurements were carried out at various X-Y and X-Z planes
along the flow passage. Because the size of the field of view was
limited to 60�60 mm or 70�70 mm, it was impossible to simul-
taneously record the flow information for the entire test plane.
Therefore, the entire flow field in a given plane was generated by

combining several images. It should be mentioned here that com-
bining several separated images can only be applied under steady
flow conditions. For the vertical and horizontal center planes
shown in Figs. 3�a� and 3�b�, each was divided into two fields of
view �FOVs�. For the cross section of the condenser neck flange
of about 175 mm�180 mm shown in Fig. 3�c�, four FOVs were
combined to cover the measurement plane. Unfortunately, some

Fig. 2 Simulated experimental conditions in the annulus
height at the entrance of the tested exhaust hood model: „a…
axial velocity profile and „b… total pressure distribution „Pmax
=2000 Pa…

Fig. 3 Selected measurement planes through the flow pas-
sage of the exhaust hood model: „a… the vertical center plane
and ZD1-ZD4 planes, „b… the horizontal center plane, and „c…
the condenser neck flange
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gaps still remained between each FOV and the boundary, and
hence, this plane could not be entirely covered. However, the
velocity field obtained using the four FOVs specified above was
sufficient to characterize the general flow characteristics at the
condenser neck.

After capturing a series of particle images, the cross-correlation
PIV algorithm was employed to extract instantaneous velocity
fields using an interrogation window of 64�64 pixels with 50%
overlap. The spatial resolution is �1.8 mm. In this study, we fo-
cused on variation of large-scale vortical structure in the flow
passage. The spatial resolution of these PIV measurements is rea-
sonably sufficient to resolve the vortical flow structure. For each
measurement cross section, 600 particle images were captured and
then 300 instantaneous velocity fields were derived, which were
subsequently ensemble-averaged to obtain the mean velocity field.
Spatial distributions of turbulent statistics, such as the turbulent
intensity and turbulent kinetic energy �, were obtained by statis-
tically averaging all the fluctuating velocity fields, derived by sub-
tracting the mean velocity field from the instantaneous velocity
fields. The turbulent kinetic energy � was computed using the
following equations:

w�2 � 1
2 �u�2 + v�2� �1�

� = 1
2��u�2 + v�2 + w�2� = 3

4��u�2 + v�2� �2�

where the contribution of the out of plane velocity component w
was assumed to be the average of the measured velocity compo-
nents u and v based on the assumption of isotropic turbulence.
Note that, the actual turbulent kinetic energy will be somewhat
different from present results in the regions of strong vortices
where the isotropic assumption is not fulfilled.

3 Results and Discussion

3.1 Instantaneous Velocity Field in the Horizontal Center
Plane. A typical instantaneous velocity field in the horizontal cen-
ter plane is shown in Fig. 4. The main flow direction is perpen-
dicular to the test plane, and the light sheet is coming from the
right side. A large clockwise vortex is observed in the region
beside the annulus. Another vortex is observed in the corner be-
tween the tip of the steam guide vane and the annulus, details of
which will be discussed in the following sections. In this study,
we primarily elucidated the flow structure by inspecting the spa-

tial distributions of the mean velocity, vorticity, and turbulent ki-
netic energy �TKE�. The following discussion examines the flow
fields in the selected sections and the loss of flow energy through-
out the flow passage of the exhaust hood.

3.2 Flow at the Top of the Exhaust Hood. Figure 5 shows
the mean velocity field measured in the top vertical center plane
��=180 deg� of the exhaust hood model. Two distinctly different
flow regions are observed in this plane. A counterclockwise rotat-
ing vortex, as a result of flow separation arising from the
“backward-facing step expansion” phenomenon, is formed in the
corner between the tip of the steam guide vane and the butterfly
vane. Although this vortex is restricted to the corner region, the
large value of positive vorticity denotes the presence of a strong
separation vortex �SV�. In addition, the TKE exhibits a maximum
value at the center of the vortex, indicating that a large amount of
kinetic energy is consumed in this area. This type of SV has been
found in previous studies �3–5�, indicating that it represents a
common phenomenon occurring in the steplike region behind the
steam guide vane that is independent of the flow guide geometry
and exhaust hood operating conditions. It can be conjectured that
this vortex is one of the main causes of flow energy loss in the
exhaust hood. Moreover, Xu et al. �5� and Liu et al. �4� noted the
presence of a large PV and an end-wall vortex �EWV� in addition
to the SV at the top of the exhaust hood. However, we did not
observe these flow phenomena, likely because we used a casing of
different size in the axial direction and included the butterfly vane.

On the other hand, the flow coming from the steam guide vane
has a local maximum speed. As the flow approaches the bearing
cone, its speed decreases gradually due to diffusion function of the
flow passage. It is noticeable that a reverse flow appears in the
region above the upper bearing cone, which occupies �50% of
the flow path. Prior to PIV measurements, we supplementarily
measured the static pressure coefficients along the bearing cone in
the vertical center plane. The static pressure rises continuously
along the lower bearing cone and forms an adverse pressure gra-
dient along the bearing cone. Because the flow with very low
kinetic energy in the region near the bearing cone surface cannot
resist the adverse pressure gradient acting on it, the boundary
layer begins to separate. The curved shape of the bearing cone and
restriction by the adjacent hood casing may facilitate formation of
the reverse flow. After the boundary layer separates, the static
pressure decreases to some extent in the upper bearing cone. From
these results, we can see that the reverse flow hinders the recovery
of the static pressure. Liu et al. �4� and Tindell et al. �3� examined
the effects of different inflow conditions �including uniform and
distorted flow� on the flow pattern and exhaust hood performance.
They observed a separated flow over the bearing cone surface
under the distorted inflow condition, while we observed a sepa-
rated flow under the simulated inflow condition. The reason for
this discrepancy is not clear, but it may indicate that the simulated
inflow conditions of the axial velocity profile and total pressure
distribution are important determinants of the flow behavior. Fur-
ther work will be needed in the future to resolve this issue.

The mean flow fields in the top of the exhaust hood at several
X-Y planes along the axial direction are shown in Figs. 6–9. Near
the front end wall �ZD1�, the flow moves in the opposite direction
to the main flow discharging from the LSB, confirming the pres-
ence of the reverse flow along the upper bearing cone observed in
Fig. 5. The streamlines are nearly uniform, without any visible
vortex structure, and the variation of the speed is not so large in
the ZD1 plane compared to the other planes. In the middle plane
�ZD2� between the front end wall and steam guide vane, a large-
scale counterclockwise rotating vortex occupies most of the flow
passage. The region of uniform speed is reduced to less than half
of the flow passage, and two areas with distinct flow speeds are
observed. Inside the vortex structure, the minimum in the flow
speed located near the top of the exhaust hood corresponds to the
vortex core. The region of high flow speed is located away from
the symmetric vertical center plane and the top of the exhaust

Fig. 4 Instantaneous velocity field in the horizontal center
plane
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hood. As can be seen from Figs. 8 and 9, in the ZD3 plane before
the steam guide vane and ZD4 plane immediately over the steam
guide vane, the general flow patterns are similar. In the ZD4
plane, the large-scale vortex dominates the flow passage, and the
vortex center has migrated away from the vertical center plane
�X=0� compared to that in the ZD3 plane. The trajectory of the
vortex core in the region near the top of the exhaust hood between
the ZD2 and ZD4 planes is well matched with the reverse flow
pattern, moving downward in the opposite direction to the main
flow. The vorticity shows a maximum value just in front of the
guide vane. This longitudinal vortex �LV� forms from the reverse
flow on the bearing cone shown in Fig. 5�a�. The LV seems to
develop into the large PV in the horizontal center plane discussed
in Sec. 3.3. Even though the LV consumes less kinetic energy than
the SV, its effect cannot be neglected.

From the flow field information in the vertical center plane and
several X-Y planes from the end wall views at the top of the
exhaust hood, we can discern two dominant vortices: a strong SV
separated from the tip of the guide vane, and a large-scale LV
occupying approximately half region of the flow passage. Their
formation is closely related to the arrangement of the steam guide
vane, the bearing cone and the butterfly vane. These two vortices
seem to cause most of the momentum loss and to decrease the
pressure recovery performance at the top of the exhaust hood.

3.3 Flow in the Horizontal Center Plane „�=90 deg…. Fig-
ure 10 shows the flow speed, vorticity, and TKE distribution in the
horizontal center plane ��=90 deg�. The lower part of the upper-
row figures and the upper part of the lower-row figures are partly
overlapped at the region near the tip of steam guide vane, which
appears in both sets of figures as a reference. Compared to the
flow in the vertical center plane, the flow in the horizontal center
plane has a more complicated structure consisting of three vorti-
ces with different scales. A jetlike high-speed flow moves along
the steam guide vane and divides into two parts at a stagnation
region, �15 mm away from the tip of the guide vane. One part
moves toward the front end wall of the exhaust hood and forms a
medium size counterclockwise EWV. The other part forms a
large-scale clockwise oval-shaped PV, expanding from the annular
edge to the side wall. In addition, a small counterclockwise vortex
is observed behind the tip of the guide vane, resulting from flow
separation. Although the size of this SV is similar to that shown in
Fig. 5, its shape is slightly different due to different boundary
conditions. Furthermore, the vorticity and TKE distributions are
different from those measured at the symmetric vertical center
plane ��=180 deg�. For example, in the horizontal center plane
��=90 deg� the vorticity value in the SV center is decreased to
about half that in the vertical center plane, and the TKE is reduced

Fig. 5 Mean flow field in the top vertical center plane „�=180 deg…: „a… streamline distribution; „b… velocity magnitude
contours, „c… vorticity contours, and „d… turbulent kinetic energy contours
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Fig. 6 Mean flow field at section ZD1 „a… streamline distribu-
tion, „b… speed magnitude contours, and „c… vorticity contours

Fig. 7 Mean flow field at section ZD2: „a… streamline distribu-
tion, „b… speed magnitude contours, and „c… vorticity contours
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Fig. 8 Mean flow field at section ZD3: „a… streamline distribu-
tion, „b… speed magnitude contours, „c… vorticity contours

Fig. 9 Mean flow field at section ZD4: „a… streamline distribu-
tion, „b… speed magnitude contours, „c… vorticity contours
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Fig. 10 Mean flow field in the horizontal center plane: „a… velocity magnitude contours, „b…
streamline distribution, „c… vorticity contours, and „d… turbulent kinetic energy contours
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to only �20% of that in the vertical center plane. These results
indicate that the separated vortex in the horizontal plane does not
play a noticeable role in the kinetic energy loss, compared with
that in the vertical center plane ��=180 deg�.

Comparing the three vortices in the horizontal center plane, we
find that the EWV has the lowest positive vorticity, whereas the
PV has the highest negative vorticity. The TKE has a maximum
value at the core of the PV. Generally, the presence of a vortex
substantially lowers the total pressure and largely consumes the
flow energy. Therefore, we can conjecture that the large-scale PV
consumes large amounts of kinetic energy, and that the EWV
contributes less to the energy loss than the PV and the SV.

3.4 Flow in the Condenser Neck Plane. Figure 11 shows the
mean velocity field measured at the plane of the condenser neck
flange. Because of the small FOV for each measurement, four
separate PIV results are combined to obtain the entire flow field.
The streamlines clearly describe a large-scale clockwise PV occu-
pying most of the condenser neck. It should be noted that the
vortex core does not coincide with the geometric center of the
condenser neck flange, but shifts toward the lower right corner
between of the sidewall and the back end wall. This large PV
maintains the same rotational direction as that in the horizontal
center plane ��=90 deg�, indicating the consistent evolution of the
PV along the flow passage. The other two relatively small vortices
in the horizontal center plane are possibly combined into the PV
or phased out. The large-scale PV drives low-energy fluid and
pushes the main flow with a high momentum toward the surround-
ing area, resulting in a highly nonuniform velocity distribution at
the exhaust hood outlet. The nonuniform velocity distribution is
closely related to strong turbulent mixing and kinetic energy trans-
port from the large-scale motion to the small eddy motion.

The small counterclockwise EWV formed near the front end
wall seems to be similar in size to the one observed near the front
end wall in the horizontal center plane �Fig. 10�. It does not have
any noticeable effect on the main flow. In the condenser neck
plane, the PV is the main source of energy loss and plays a key

role in the pressure recovery. Throughout the entire exhaust hood,
the PV strongly influences the kinetic energy consumption; hence,
flow separation over the bearing cone should be carefully consid-
ered in the design process.

4 Conclusions
The flow field inside an exhaust hood model has been investi-

gated experimentally using the PIV technique, with a focus on the
large vortex structure and the major sources of kinetic energy loss.
Behind the tip of the steam guide vane, a strong SV is formed and
maintains through almost the entire flow path of the exhaust hood.
However, its vorticity decreases by half in the horizontal center
plane. On the other hand, the PV originates at the exhaust hood
top, evolves gradually and occupies a large area of the flow path,
playing a dominant role in the flow inside the exhaust hood. In
addition, near the front end wall a small counterclockwise EWV
exists in the region from the horizontal center plane to the exhaust
hood outlet. These vortices seem to be the major sources of ki-
netic energy consumption and pressure loss. Their intensities and
influences vary as the flow goes downstream along the flow path.
The SV and the PV seem to be closely related to the guide vane
and the bearing cone, respectively. Therefore, when designing ex-
haust hoods, the steam guide vane and the bearing cone should be
designed so as to effectively control these vortical flow structures
and thus improve the hood performance.

Even though the swirling and periodic inflow conditions were
not simulated, the present results on the complex 3D vortex flow
structure in an exhaust hood model will provide useful data for the
design of flow passage so as to improve the aerodynamic perfor-
mance of the exhaust hood.
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Application of Hot-Wire
Anemometry in a Blow-Down
Turbine Facility
In order to test HP turbine stages under engine representative conditions on a heat
transfer point of view, blow-down test rigs are often used. In these rigs the evolution of
gas temperature, pressure, and density is similar to a step function. Hence, the use of
hot-wires, which are sensitive to flow velocity, density, and temperature, is more difficult
than in an incompressible flow at constant temperature. This investigation describes how
the data reduction can be performed in such an environment in order to extract the
velocity. The gas temperature is measured with a thermocouple and the gas density is
derived from the measurement of the total pressure thanks to an iterative procedure. Once
the velocity is derived, the turbulence can be computed. The effectiveness of the method
is first demonstrated in a heated jet where both pressure and temperature are varied.
Tests in the turbine facility are performed at turbine inlet temperatures of 480 K. Thus,
overheat ratios up to 1.9 had to be used, leading to a very high temperature of the
tungsten platinum coated wire. The aging of the probe was very fast, causing a drift in the
voltage output between the successive tests. A technique is proposed to minimize the
aging effect. It consists in adapting the calibration based on the resistance of the wire
measured before each test. Measurements were carried out at the turbine inlet and rotor
outlet. At the turbine inlet, velocity radial profiles are obtained together with measure-
ments of the turbulence intensity. The time-averaged data is compared with pneumatic
probe measurements. At the rotor exit, the time-resolved periodic velocity fluctuations are
analyzed using a phase-locked average technique. �DOI: 10.1115/1.2364191�

Introduction

Hot-wire anemometry is a well-known measurement technique
to monitor flow velocities with high spatial resolution, high fidel-
ity, and a bandwidth of several tens of kHz. Single hot-wires are
extensively used to measure turbulence, concentration, and
boundary layer properties. Multi-wires or rotating slanted single-
wire probes �e.g., �1�� allow measuring the flow angles and the
velocity components. Dual hot-wire aspirating probes, with wires
operating at two different overheat ratios at a given constant Mach
number, have been used to obtain time-resolved temperature and
pressure �2�. Brunn �3� provides an excellent review on hot-wire
anemometry.

Hot-wires have been used in turbomachinery laboratories for
many years to resolve the periodic and random unsteadiness. Hot-
wires are frequently used to detect the inception of stall in com-
pressors �e.g., �4��. Smith �5� used hot wire anemometry to inves-
tigate the attenuation of a vane wake chopped by a rotor.

Regarding high-pressure turbines, hot-wire published data in-
clude detailed passage flow field traverses �e.g., �6��, rotor down-
stream velocity profiles �e.g., �7��, and interstage flow field �e.g.,
�8��. However, most of the data available in the literature was
obtained at low speed, with negligible temperature variations. In
high-speed high pressure turbines, unsteady velocity fluctuations
have been measured with optical systems such as laser Doppler
velocimeter and particle image velocimetry, which require optical
access and seeding the flow. Kost et al. �9� performed turbulence
measurements with a laser two-focus system and showed how the
stator wakes are being cut off by the rotor blades and convected

within the rotor passage. Lang et al. �10� studied the vane exit
region using stereoscopic particle image velocimetry �PIV�.

In the 1970’s, short duration facilities were developed for high-
speed turbine research to enable heat transfer measurements and
reduce the cost of operation �11�. Based on the experience gained
at Oxford University, the VKI compression tube facility was built
�12�. In this compression tube a free-moving piston realizes a
quasi-isentropic compression, driven by high-pressure air, raising
simultaneously temperature and pressure. When the shutter valve
is actuated, the pressurized heated air flows through the cold test
section �at 290 K�. The temperature, pressure, and density up-
stream of the turbine stage follow a steplike evolution as dis-
played in Fig. 1. Steady-state conditions are reached after 100 ms
and are maintained typically for 200 to 400 ms. The temperature
decreases by about 40 K after the initial overshot.

The large variations of flow density and temperature affect the
hot-wire output voltage. Sheldrake and Ainsworth �13� presented
rotor hot-wire measurements with a linear correction method to
compensate for the temperature variations. The current work pre-
sents a novel methodology in which the anemometer calibration is
a function of the flow density, viscosity, temperature, and the wire
operation temperature of the sensor wire. This new formulation
allows us to apply hot-wire anemometry in non-isothermal flows
using the Nusselt correlation of Collis and Williams �14�. The
methodology was first assessed in a jet where temperature was
modified by comparing the hot-wire data with pneumatic probe
measurements. Subsequently, tests were performed in the com-
pression tube facility.

Elevated wire temperatures imply a rapid change of wire resis-
tance in time, the so-called “aging” effect, resulting in a change of
the wire temperature and of the velocity-voltage calibration. The
effect of such resistance change may yield velocity errors up to
50% of its mean level. A post-processing procedure has been de-
veloped to minimize the error by monitoring the wire resistances
prior to each test. Then, using an optimization algorithm, the cali-
bration data are fitted to obtain the calibration constant and the

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received October 1, 2005; final manuscript received February 1, 2006. IGTI Review
Chair: R. S. Abhari. Paper presented at the ASME Turbo Expo 2006: Land, Sea and
Air �GT2006�, Barcelona, Spain, May 8–11, 2006, Paper No. GT2006-90457.

420 / Vol. 129, APRIL 2007 Copyright © 2007 by ASME Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



wire resistance for each test. Using the measured total resistance
and the cable resistances, the exact wire temperature can be cal-
culated.

Finally, measurements in the short duration turbine test rig are
presented. Experiments were carried out with and without a tur-
bulator upstream of the turbine, to investigate the effect of two
boundary layer thicknesses. The measured data include radial ve-
locity and turbulence intensity profiles. At the turbine exit plane,
the time-resolved periodic velocity fluctuations are described us-
ing a phase-locked average technique.

Hot-Wire Anemometry

Description of the Instrumentation. In the present investiga-
tion the constant temperature anemometry �CTA�, which offers a
higher frequency response than the constant current mode, is used.
The sensing element of the CTA is a 5 �m diameter platinum-
coated tungsten wire. The wire is heated by Joule effect at a con-
stant temperature thanks to an electronic conditioning unit. The
wire operating temperature is adjusted through the overheat ratio
�OHR�, i.e., the ratio between the resistance of the wire at oper-
ating temperature and that at ambient temperature. A servo-loop
rapidly adjusts the current intensity in order to keep the wire re-
sistance constant hence the wire temperature.

Figure 2 displays the probe used in this investigation, which
carries two hot-wire sensors and one thermocouple located in be-
tween the two hot-wire heads. The cutoff frequency of the current
probe is about 30 kHz.

Theoretical Background. An energy balance applied on the
wire implies that the heat provided to the wire by Joule effect
equals that dissipated into the flow by convection QJoule
=Qconvection. This balance is mathematically expressed by using
the film temperature �mean temperature between the gas and wire�
Tfilm= �Ttotal gas+Twire� /2.

E2

Rwire
= h � S � �Tfilm − Twire� with h =

Nu � kfilm

d
�1�

In Eq. �1�, all quantities can be determined by direct measure-
ment or calculation except the Nusselt number, which is thus an

important parameter in the calibration when the temperature of the
flow is changed. At a given temperature the relationship between
hot-wire voltage and fluid velocity may be modelled with a power
law, such as the King’s law �15�:

E2 = AKing + BKing · unKing �2�

In Eq. �2� the calibration parameters AKing, BKing, and nKing can
be found by performing power fittings of calibration data. AKing is
the initial hot-wire voltage �E0� in that is needed to heat up the
wire when the flow velocity is zero, typically 1.2 V at 1.9 OHR.

The hot-wire calibration was performed in a free jet facility that
allows us to perform the calibrations at several gas temperatures
�see Fig. 3�. The outlet diameter of the nozzle is 15 mm. The
sensor wire is located 13 mm downstream of the jet exit, i.e., in
the potential core. The wire axis is perpendicular to the flow di-
rection. The flow total temperature and total pressure are mea-
sured in the settling chamber with a type-K thermocouple and a
pneumatic pressure tap, respectively. The calibration procedure
consists in measuring the anemometer voltage output for 20 ve-
locities in the range 10–100 m/s for each of the four tested tem-
perature levels. The real jet velocities were calculated using the
compressible flow equations. The results of the calibration are
presented in Fig. 4. When the gas temperature increases, the tem-
perature difference between the wire temperature �about 640 K�
and the flow temperature decreases, therefore less voltage differ-
ence is required in the wire for a given flow velocity.

Correction of Gas Temperature Variation. In flows with tem-
perature variations, it is necessary to compute the wire film tem-
perature at any given time. It is thus crucial to introduce the gas
temperature into the hot-wire calibration, which is done by means
of the Nusselt correlation in the energy balance �Eq. �1��. Several
Nusselt correlations have been investigated by Abdel-Rahman et
al. �16� for low-speed applications, where the flow velocities

Fig. 1 Pressure and temperature evolution during a test

Fig. 2 Hot-wire probe manufactured at VKI

Fig. 3 Scheme of the VKI free jet calibration facility

Fig. 4 Calibration results based on King’s law
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ranged between 0.83 and 8.8 m/s, and the flow temperature var-
ied from 300 K to 370 K. Similarly, Bradbury and Castro �17�
compared a set of Nusselt correlations over a wide range of wire
temperatures. Both studies conclude that the best results for hot-
wire anemometry are obtained with the Collis and Williams cor-
relation �14�. Hence it is selected in the present study. The Nusselt
number is defined as a function of the Reynolds number, gas
temperature, and film temperature as expressed in Eq. �3�.

Nu � �Tfilm

Tgas
�−0.17

= ACollis + BCollis · RenCollis �3�

The power coefficient �nCollis� is a value that depends on the
wire geometry. Koch and Gartshore �18� tested several wires and
found that the power law coefficient nCollis=0.45 for a 0.5 �m
tungsten-platinum wire. Combining Eqs. �1� and �3�, one obtains
Eq. �4�, which expresses a direct relationship between the hot-
wire voltage and the flow velocity at various gas temperatures.
This equation can be further simplified by introducing two new
variables: the generalized voltage �E*� and the generalized veloc-
ity �u*�. The power law coefficients A, B, and n can be determined
by fitting the calibration data. The flow properties are computed
using the compressible flow equations, based on the measurement
of the pressure and temperature of the flow.

E2

Twire − Tgas
�Tfilm

Tgas
�−0.17

= A + B��film · u

�film
�n

�4�

E*2 = A + B · u*n �5�
The wire temperature can be accurately calculated based on the

initial wire resistance and the resistivity ��0=0.0036 K−1 for the
platinum-coated tungsten wire�, as given in Eq. �6�.

Rwire = Rwire,0�1 + �0�Twire − T0�� �6�

However, in this study, the initial wire resistance �Rwire,0� can-
not be directly measured. What can be measured is the resistance
of the wire plus that of the prongs and the connectors, the last two
being independent from temperature. The first approximation is to
consider the resistances of the prongs and connectors negligible.
Neglecting the effect of the cable resistance �5 m long�, one can
obtain an initial guess of the wire temperature using Eq. �7�, in
which the OHR= �Rwire+Rcable� / �Rwire,0+Rcable�:

Rwire = OHR � Rwire,0 �7�

Using this first guess on the Rwire and Twire �about 550 K� an
iterative procedure is used to determine the Twire such that all the
calibration curves displayed in Fig. 4 collapse into one curve. The
optimization routine tries to maximize the correlation coefficient
of the power law given by Eq. �5�. Figure 5 shows that all the
calibrations fit into only one power law with a relatively high
correlation coefficient �r2=0.996�, independently of the tempera-
ture of the flow. The final value of Twire in this case is 640 K.

Aging Effect Minimization. In high-temperature applications
with high OHR, the wire resistance changes after each test, which
in turn affects the actual wire temperature. For the measurements
performed at turbine inlet, Tgas�480 K, the overheat ratio was
1.9, to maximize the measurements resolution, hence this effect
was important.

Figure 6 depicts the change of initial resistance after consecu-
tive tests. In each of the tests, the hot-wire is being operated for
15 min. The resistance of the thin wire is increased by 25% in its
whole life span �about 6 h�.

If a constant wire resistance is used in the calibration, the pro-
cedure yields incorrect velocity values. The influence of the
change of resistance on the measurements was investigated per-
forming three consecutive calibrations such as the one displayed
in Fig. 7 with an OHR=1.9; Rwire,0 was 2.729, 2.832, and
2.951 �. Afterwards, using the calibration 1 as reference, the an-
emometer voltage values were converted into the velocities for all
the calibrations, and the results were compared with the actual jet
velocities �Fig. 7�a��. A significant error is observed, especially at

Fig. 5 Calibration results based on Collis and William’s
correlation

Fig. 6 Change of sensor wire resistance in consecutive tests

Fig. 7 Aging effect on hot-wire measurements without correc-
tion „a… and with correction „b…
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high velocity.
This error can be eliminated by introducing the change of wire

resistance due to the aging into the data processing procedure.
This is performed by including the OHR= �Rwire+Rcable� / �Rwire,0
+Rcable� in Eq. �4�. The wire temperature is redefined using Eq.
�8�, therefore the hot-wire anemometry model can now be rewrit-
ten according to Eq. �9�. This equation is solved using an optimi-
zation code in which only Rcable, Bag, and nag are the parameters
to be identified. The optimization routine starts with an initial
guess of these parameters. Then, for a given velocity, the calcu-
lated voltage output is compared with the measured output signal.
The iterative procedure stops when the voltage error is smaller
than a certain threshold. In the case presented in Fig. 7�a� the
results of the optimization are Rcable=0.875, Bag=7.49�10−7, and
nag=0.48892.

Twire = T0 +
�OHR − 1�

�0
� Rcable

Rwire,0
+ 1� �8�

E2

�OHR � R0 − Rcable�
= �Aag + Bag · ��film · u

�film
�nag�

��Twire + Tgas

Tgas
�0.17

�Twire − Tgas� �9�

During the tests Bag, nag and Rcable are known and, prior to each
test, it is necessary to measure the R0=Rwire,0+Rcable. Therefore
Rwire,0 is known and Twire can be calculated �Eq. �8��. Finally,
using Eq. �9�, the velocity can be directly derived. This method
has been validated using the calibration tests presented in Fig.
7�a�. Figure 7�b� shows the computed velocities when the new
procedure is implemented. The difference between the calibrations
has been substantially minimized.

Results and Discussion

Data Reduction Procedure and Validation. The data process-
ing technique proposed to take into account temperature and den-
sity variations is outlined in Fig. 8. The direct measurements com-
prise the hot-wire voltage, the total pressure, the total temperature,
and the initial resistance of the hot-wire anemometer �wire,
prongs, and cables�. The flow properties are calculated in an itera-
tive way. A first guess is made on the static pressure. Then, Mach
number, density, and viscosity are computed using the compress-
ible flow equations under the assumption of perfect gas. Using the
hot-wire voltage and the computed density and the viscosity, an-
other value of Mach number is computed. Based on the difference
between the two successive values of Mach number, the static
pressure is adjusted. This procedure is repeated until the differ-
ence becomes negligible.

To validate this procedure, experiments were carried out in a
free jet facility �Fig. 3�, where temperature and pressure can be
adjusted independently. The velocity in the jet, measured with the
hot-wire, is computed in two different ways and compared with
the pneumatic measurements. Figure 9 shows the change of pres-
sure and temperature during the test �300 s duration�. The so-
called “raw signal” is the hot-wire signal processed in the con-
ventional way, using the King’s law of a calibration obtained at
the mean level of temperature of the test. The “temperature cor-
rected” signal was obtained using Eq. �4�, since there were no
problems of aging in this case. Indeed, the levels of temperature
being low, an overheat ratio of 1.6 was selected. It is obvious that
when the change of temperature is neglected in the data process-
ing �raw signal� the computed velocity is very different from the
pneumatic measurements, with a maximum error of 12 m/s.
Thanks to the temperature correction, this error is reduced to
2.4 m/s.

Turbine Stage and Data Acquisition System. The experi-
ments in the VKI compression tube were performed to investigate

the flow field in a highly loaded high-pressure turbine stage. This
rig provides full aero-engine similarity. The Mach number, Rey-
nolds number, and temperature ratios are independently adjusted
to the values encountered in actual engine operation �12�. Figure
10 displays the test section with a single HP turbine with a 43-
vane stator and a 64-blade rotor. The axial distance between the
stator trailing edge and the rotor leading edge is about 0.35% of
Cs,ax. The inlet measurement plane �1� is located 0.33�Cs,ax up-
stream of the vane, while the stage exit measurement plane �3� is
located 0.5�Cs,ax downstream of the rotor row. In some of the
tests 8 mm diameter tori were located at the hub and tip end walls

Fig. 8 Data processing methodology

Fig. 9 Free jet velocity while the flow temperature and pres-
sure are varying
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of the inlet channel to thicken the boundary layer. The nominal
conditions are P01=2.2 bar, T01=480 K, rotational speed
6500 rpm, and static to total pressure ratio �P01/ Ps3� 3.08.

At the turbine inlet, the hot-wire anemometer signal output is
low-pass filtered at 50 kHz and sampled at 200 kHz. At the tur-
bine exit, the signal is split into two components. The first is
low-pass filtered at 750 Hz and sampled at 1.2 kHz. The second is
high-pass filtered at 100 Hz and sampled at 300 kHz, with a gain
of 10 to capture high-frequency components with a high resolu-
tion. Before each test, the probe is set to the desired radius. Each
of the measurement points in Fig. 11 corresponds to a different
test.

The flow velocity fluctuations can be decomposed into a mean
velocity, periodic fluctuations, and random velocity fluctuations
due to turbulence.

U = Ū + uperiodic + urandom� �10�

Stage Inlet Turbulence Measurements. At the turbine inlet
there are no periodic velocity fluctuations. The turbulence inten-
sity is therefore computed based on the velocity fluctuations:

Tu % =�u�2

Ū
with U = Ū + u� �11�

The results are plotted in Fig. 11�a�, using as mean velocity the
local value measured by the hot-wire. Figure 11�b� displays the
turbulence intensity using a constant mean velocity obtained from
the mass flow rate. Figure 11�b� shows that a change of 10% in the
mean flow velocity does not alter the value of turbulence intensity

at mid-span 	4%. Results are presented for both with and without
tori. The effect of the tori, which cover 20% of the span at hub and
tip, is clearly identified with regions of high turbulence intensity
close to the hub and tip due to the vortex shedding.

According to the method described by Consigny �19�, turbulent
intensity can also be directly calculated using the output raw volt-
age. The flow properties are computed based on the time average
temperature and pressure for a single test. The turbulence intensity
can then be computed assuming a voltage-velocity relationship
based on King’s law. The resulting equation is rather simplified:

Tu�%� = 100 �
�u�2

ū
= 100 �

2 � Ē � �E�2

n � �Ē2 − A�
�12�

Figure 11�a� proves that the results of Eq. �12� are well in
agreement with the results obtained using Eq. �11�, in which the

local value of velocity is considered at each given radius �“Ū”�.
The signal to noise ratio is an important parameter to charac-

terize turbulence measurements; electronic noise should not be
considered as turbulence. In the present study, the ratio between
RMS before the blow-down and during the test is presented in
Fig. 12. In most of the tests, the ratio of the RMS is below 5%,
which indicates that a maximum 0.2% of the turbulence intensity
is originated by electronic noise. The turbulence results are little
affected by temperature errors. Indeed, a change of 20 K �±10 K�
in temperature implies a variation in the turbulence intensity be-
low ±0.2%.

Stage Inlet Velocity Measurements. The measurement of the
turbine inlet velocity �T01=480 K� requires high wire tempera-
tures �OHR=1.9�. Therefore one is confronted with aging prob-
lems, and it is difficult to obtain a high accuracy in the velocity.
Figure 13�a� shows the turbine inlet profiles of pressure and tem-
perature. Figure 13�b� displays the turbine inlet velocity. In the
region 60% to 70% there is a rather high error in the velocity
profile. Actually, these three measurement points correspond to
the last measurements done with that wire, illustrating clearly the
wire aging problems.

Additionally, the effect of a temperature error on the velocity
measurements has also been investigated. In a flow at 500 K, with
a constant velocity of 90 m/s, an error of 10 K in temperature
generates an error of about 15 m/s in the hot-wire measurement.
There are three temperature probes located at the stage inlet at
different peripheral directions. Measurements show that the uncer-

Fig. 10 Axial and blade to blade view of the turbine stage

Fig. 11 Turbulence intensity profile at the turbine inlet

Fig. 12 Signal to noise ratio of the inlet measurements
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tainty of the inlet temperature can be 10 K at the mid-span.
This uncertainty is, however, much smaller than that due to

aging effect. Tests were performed in a jet facility in order to
investigate if the aging effect could be corrected. A correction
technique was derived and was presented in a previous section.
The required element to apply the correction is the resistance of
the wire before the measurements. Unfortunately, this resistance
was not measured before each test and it was not possible to
repeat the test campaign.

Stage Outlet Time-Averaged Velocity. The time-averaged ve-
locity distribution is calculated in a similar way to the turbine inlet
measurements by time averaging during a time window of 40 ms
�as displayed in Fig. 1�. In Fig. 14 the results are compared with
the pneumatic probe measurements by means of the Mach number
distribution along the radial direction. The hot-wire results show
very good agreement with the pneumatic pressure measurements.
The small differences may be explained with the error of static

pressure estimation during the velocity calculation. A change of
10 mbar �about ±1% of error on the static pressure� may create
this small difference.

Stage Outlet Time-Resolved Velocity. The spectrum of some
selected traces for thin and thick boundary layers are reported in
Fig. 15. In all cases, the fundamental frequency that corresponds
to the blade passing frequency is highly visible. In some cases, a
first harmonic is also seen.

At the stage exit the probe is submitted to periodic fluctuations
due to the rotor blade passing events. This occurs at a rate of
6500 RPM�64 blades=6.9 kHz and is evidenced by Fig. 15. In
order to separate the periodic component from the random contri-
butions, a phase-locked averaging technique is applied on three
rotor revolutions i.e., 192 rotor passing events. It simply consists
in making the time axis of each blade passing event dimensionless
between 0 and 1. The rotational speed being measured accurately,
this is readily done. Then, the dimensionless axis is divided in
segments. The points that fall into one segment are averaged and
the RMS is computed providing thus a phase-locked averaged
signal and a distribution of RMS.

The results have been plotted in Fig. 16 for two rotor pitches. In
this plot, the mean value of the trace was removed and each trace
is shifted among the ordinate according to its location along the
span-wise direction. Rotor blade passing events can be clearly
identified on both phase-locked averaged signal and RMS distri-
butions. On the phase-locked averaged traces, a line was plotted
that passes through the minimum of velocity. This should identify
the center of the wake. The same line was plotted on the RMS
distributions. In most cases, the velocity minimum corresponds
with the peak of RMS. For the two upper traces and the lower
trace, the peak of RMS does not coincide with the minimum of
velocity, and the RMS variation is much larger. This can be attrib-
uted to the existence of shock waves that tends to create strong
and sharp periodic discontinuities. Indeed, in the case of this tur-
bine, the time-averaged rotor exit Mach number is 0.9. The vane
exit Mach number being 1.05, the regime of the rotor is also
affected by the vane traversing event and the rotor exit Mach
number oscillates periodically between subsonic and transonic re-
gime with an average exit Mach number of 0.9.

Compared to previous time-resolved total pressure measure-
ments, the hot wire shows a much better capacity to resolve the
wake. In the case of the total pressure probe, the random unsteadi-
ness originated by electronic noise covered the velocity fluctua-

Fig. 13 Inlet pressure, temperature „a… and velocity distribu-
tion „b… along the span

Fig. 14 Mach number distribution at the stage exit along the
span-wise direction

Fig. 15 FFT of the hot-wire signal downstream of the rotor
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tions. This was due to the fact that the pressure probe had to
measure the absolute total pressure, i.e., the range was approxi-
mately ten times larger than the dynamic head.

Conclusions
The hot-wire anemometry is a useful tool to determine turbu-

lence even when the flow temperature varies. The method de-
scribed here shows that the temperature and density changes can
be compensated by considering flow temperature as a parameter
in the calibration law. This requires an accurate estimate of the
wire temperature, an accurate measurement of the gas tempera-
ture, and the computation of the density using a total pressure
measurement. The method is validated in a jet facility and also in
a turbine stage environment.

At turbine inlet, the technique suffers from the wire aging. In-
deed, the rather high gas temperature used here required very high
wire temperatures. The wire characteristics change quickly as a
function of time. A method is proposed that, based on the mea-
surements of the resistance of the wire before a test, allows find-
ing how the calibration law is changing. Regarding the turbulence
intensity, since it is computed as a ratio between the fluctuations
and the mean measured values, it is much less sensitive to the
problem of wire and gas temperature determination as well as
aging, and reliable results are obtained.

Downstream of the stage, the temperature of the flow is much
colder and allows us to operate at lower overheat ratios. The time-
averaged velocity measurements are thus more accurate and com-
pare reasonably well with the velocity distribution derived from a
total pressure probe.

The periodic fluctuations of the flow due to the rotor wake and
shock passage are also well resolved. A clear distribution of ran-
dom unsteadiness can be observed, which was not the case using
fast response total pressure probes.
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Nomenclature
A ,B ,n � calibration coefficients

Cs,ax � axial stator chord
d � diameter �m�

E � hot-wire output voltage �V�
E* � generalized hot-wire output voltage �V/K0.5�
h � convective heat transfer coefficient �W/m2K�
H � vane height �m�
k � thermal conductivity �W/mK�

Nu � Nusselt number �h�d /k�
P � pressure �bar�
Q � heat �J�
R � resistance ���
r2 � correlation coefficient

Re � Reynolds number �� ·u ·dwire /��
S � surface area �m2�
T � temperature �K�
t � time �s�
u � flow velocity �m/s�

u* � generalized flow velocity �m−1�
y � span-wise direction �m�

Greek Symbols
�0 � temperature coefficient of resistivity �K−1�
� � dynamic viscosity �kg/m/s�
� � density �kg/m3�

� � phase

Subscripts
0 � initial conditions; total conditions
1 � stage inlet
3 � stage outlet

ag � aging
s � static

Abbreviations
CTA � constant temperature anemometer
PLA � phase locked average
RMS � root mean square, �
1

n�x− x̄�2 /n
OHR � overheat ratio

Tu � turbulence intensity
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Design and Off-Design
Characteristics of the Alternative
Recuperated Gas Turbine Cycle
With Divided Turbine Expansion
In order to fully address the characteristics of the alternative recuperated cycle with
divided turbine expansion, both design and off-design analyses have been performed.
Two types of mechanical design are assumed: two shaft and single shaft. In particular,
optimal pressure ratio division between the high- and low-pressure turbines is evaluated
for the single-shaft configuration. It is predicted that the alternative recuperated cycle
hardly exhibits sensible design efficiency advantage over the conventional recuperated
cycle for moderate turbine inlet conditions and with usual component performances. An
advantage of the alternative cycle with single-shaft design is that thermal efficiency is
less sensitive to compressor pressure ratio compared to other configurations, and we can
also have flexibility in the turbine division without much efficiency loss. The part load
analyses have been carried out with the aid of realistic component maps and models for
off-design operation. In addition to the general fuel only control, a variable speed control
is assumed as the part load operating strategy of the single-shaft configuration. Obvious
advantage with the alternative cycle is observed in the variable speed operation of the
single-shaft design. With this strategy, the part load efficiency of the alternative cycle is
far superior to the conventional cycle. Almost constant efficiency is predicted for a wide
power range. �DOI: 10.1115/1.2364195�

Introduction
Recently, there has been increasing attention given to recuper-

ated cycle gas turbines due to their great potential for various
applications. A representative recuperated cycle gas turbine is the
micro gas turbine. Thermal efficiencies of commercial micro gas
turbines adopting recuperators are around 30% and endeavors are
still being made to develop more efficient and power-upgraded
versions. Thermal efficiency over 40% is the current goal of micro
gas turbine developers �1�. The commercialization of recuperated
gas turbines is also being attempted in small- to midsize industrial
applications. Thermal efficiency between 35 and 40 % has been
obtained recently in the power range of several megawatts �2,3�.
Thus, the future development effort for the recuperated gas tur-
bine will be increased further.

In addition to the practical development of the conventional
recuperated cycle, an alternative concept has been suggested re-
cently in several references. In the alternative cycle, the turbine
expansion process is divided into two parts and the recuperator
locates between them. Figure 1 compares, schematically, the
temperature-entropy diagrams of the conventional cycle and the
alternative cycle. First, recent theoretical analysis can be found in
the studies of mid-1990s. Facchini �4� suggested the cycle and
analyzed the design performance. Facchini and Sguanci �5� car-
ried out the off-design performance analysis. Their main result
was that regeneration is possible even at high pressure ratios, and
thus, conventional gas turbines of high pressure ratio can be con-
verted into the cycle to increase the efficiency. The two-shaft
�aeroderivative� gas turbines were recommended for the conver-
sion since the mechanical separation of the two shafts seems suit-

able for the insertion of the recuperator. Very recently, more
analysis results have been reported for the same cycle. Cardu and
Baica �6� analyzed the design performance of the cycle and con-
cluded that the alternative cycle is better than the conventional
cycle. However, their result is not general because their study was
limited to the ideal cycle. Dellenback �7� also suggested the same
cycle and carried out design performance analysis and a couple of
parametric analyses. His conclusion is that the new cycle is opti-
mized at a higher pressure ratio than the conventional regenerative
cycle with a high maximum efficiency. However, the results are
still not very reliable, especially quantitatively, because his calcu-
lation was based on constant thermodynamic properties.
Elmegaard and Qvale �8� conducted more practical analyses based
on variable properties and concluded that the alternative cycle is
advantageous in a rather limited range of the design parameters.

Even though some aspects of the alternative cycle have been
examined recently, as in the studies mentioned above, the idea of
the divided expansion was originally described briefly in a litera-
ture �9� prior to those papers. In the literature, it is stated that the
ideal cycle with the divided expansion is more efficient than the
ideal conventional cycle for all pressure ratio conditions. How-
ever, most of the previous analyses, which adopted assumptions
close to reality, have generally concluded that the divided expan-
sion does not always provide better efficiency than the conven-
tional cycle. Accordingly, a systematic summary on the alternative
cycle, which provides a general and complete view on its design
performance characteristics, is required.

Besides design performance, attention must also be paid to the
off-design performance of gas turbines, since they usually operate
at part load conditions for a considerable part of their lifetimes.
Regardless of gas turbine configurations, performance generally
degrades with a reduction in power. Accordingly, consideration
must be given to the task of enhancing the part load performance
to improve overall fuel economy. Therefore, in order to fully ad-
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dress the characteristics of the alternative cycle, the off-design
�part load� performance should also be evaluated and compared to
that of the conventional cycle.

This study aims to perform both the design and off-design
analyses of the alternative recuperated cycle with divided turbine
expansion as completion of the fundamentals of the cycle and to
summarize cons and pros in various aspects, providing integrated
information about this cycle. This paper consists of three parts.
First, the fundamental characteristics of the cycle is examined
with a focus on the influence of the component performance on
the cycle performance. Second, various design options of the
cycle including gas turbine configurations are investigated with
practical assumptions. Last, part load analysis of the cycle is con-
ducted and its performance is compared to that of the conven-
tional cycle.

Fundamental Characteristics of the Cycle
Prior to the main analysis, the fundamental thermodynamic

characteristics of the alternative cycle needs to be addressed. The
thermodynamic beginning point should be the ideal cycle. The
assumption of reversible components and constant properties en-
ables analytical expressions for the thermal efficiencies of not
only the conventional regenerative cycle but also the alternative
cycle. They can be easily derived as follows:

�th = 1 −
c

t
: conventional regenerative cycle �1�

�th = 1 −
c

telpt
= 1 −

ehpt

t
: divided expansion �2�

where

t =
T4

T1
, ehpt = �P4

P5
��k−1�/k

, elpt = �P6

P7
��k−1�/k

and c = �P2

P1
��k−1�/k

= ehptelpt

Since the temperature ratio ehpt and elpt are always greater than
1 but less than c, the alternative cycle exhibits higher thermal
efficiency than the conventional cycle for all pressure ratios. This
is the same as what was found in the literature �6,9� and an ad-
vantageous feature of the cycle. However, it does not seem always
true for realistic cycles, judging from the results of others �7,8�.
The gap between these two opposite observations should be ex-
plained. For this purpose, simple cycle calculations are made with
varying irreversibilities of the compressor and the turbine as well
as the incompleteness of the heat transfer at the recuperator. A
closed-cycle gas turbine operating with air is assumed in this sec-
tion. Of course, varying air properties with temperature is used. A
more practical analysis based on realistic properties will be made
in the following sections. The effects of the compressor and tur-
bine efficiencies and the regenerator effectiveness are separately
treated. The mechanically simple way of realizing the divided
expansion is to adopt a two-shaft configuration with a free turbine.
Thus, analysis is performed for the two-shaft system.

As pointed above, the divided expansion leads to higher effi-
ciency for all pressure ratios if the cycles are ideal. Its superiority
becomes manifested as the pressure ratio increases. Of course, at a
very low pressure ratio, two cycles approaches Carnot cycle effi-
ciency, with T4 and T1 as the heat source and the heat rejection
temperatures. Assuming constant properties, the maximum pres-
sure ratio that allows the recuperator �T2=T5� can be derived as
follows:

Conventional cycle: c2 = t �3�

Divided expansion: cehpt = t �4�
Therefore, the maximum possible pressure ratio of divided ex-

pansion is higher than that of the conventional cycle. This can be
confirmed in Fig. 2 even with variable properties. Figure 2 illus-
trates the effects of efficiencies of the compressor and the turbine
on the thermal efficiency of both cycles for the case of t=4. The
recuperator effectiveness is assumed 100% in order to see only the
effects of turbomachinery efficiency. The ideal alternative cycle is
superior to the ideal conventional cycle. But, the alternative cycle
is more influenced by the reduction of the component efficiencies
as clearly shown in Fig. 2. Hence, with reduction in the turboma-
chinery efficiencies, the thermal efficiency of the alternative cycle

Fig. 1 Temperature–entropy diagrams of conventional and al-
ternative recuperated cycles: „a… conventional cycle and „b… al-
ternative cycle

Fig. 2 Effect of compressor and turbine efficiencies on ther-
mal efficiency „working medium: air, t=4, recuperator
effectiveness�1.0…
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becomes lower than the conventional cycle efficiency starting
from the low pressure ratio range. This range of inferior perfor-
mance extends as the component efficiency reduces further. Fig-
ure 3 shows the effect of the recuperator effectiveness. In this
case, a reversible compressor and turbine are assumed. The in-
complete heat exchange at the recuperator causes more severe
efficiency reduction of the alternative cycle at the lower compres-
sor pressure ratio conditions. However, the maximum efficiency
of the alternative is higher than that of the conventional cycle for
all recuperator effectiveness values. Figure 4 shows the combined
effects of Figs. 2 and 3. With the practical recuperator effective-
ness, the maximum efficiency of the divided expansion can be
higher than that of the conventional cycle only when the compres-
sor and turbine efficiencies are very high.

The conclusion from this fundamental examination is that if
component irreversibilities are very small, the alternative cycle
with divided expansion is superior to the conventional cycle in
terms of the cycle efficiency. The alternative cycle is more influ-
enced by the reduction of the component efficiencies. Only with
very high component efficiencies, which are not usually obtain-

able in practical gas turbines, the maximum efficiency of the al-
ternative cycle is higher than that of the conventional cycle. Oth-
erwise, the alternative cycle can be hardly superior to the
conventional cycle.

Practical Design Considerations
In this section, results of more practical analyses will be pre-

sented. Realistic cycle analyses with practical properties are made.
For the conventional recuperated cycle, the single-shaft configu-
ration is applied. Since there is no need to adopt only the two-
shaft configuration for the alternative cycle, the single-shaft con-
figuration is also considered. With the single-shaft design, the
intermediate pressure �P5� can be chosen arbitrarily and may be
optimized to produce the maximum thermal efficiency of the
cycle.

Power and efficiency of the alternative cycle are expressed as
follows:

Two shaft: ṁg · �h4 − h5� = ṁa ·
�h2 − h1�

�m

Ẇnet = ṁg · �h6 − h7� · �m · �gen �5�

Single shaft: Ẇnet = �ṁg · ��h4 − h5� + �h6 − h7�	

− ṁa ·
�h2 − h1�

�m

 · �gen �6�

Thermal efficiency: �th =
Ẇnet

ṁf · LHVf

�7�

Analysis has been made in the turbine inlet temperature �T4�
range from 1100 to 1500 K. Since the primary concern of the
recuperated cycle is midsize to small gas turbines, the following
polytropic efficiencies of the compressor and the turbine �10� for
those class gas turbines are used. The effect of the pressure ratio
on the design efficiency of the turbomachinery is included

�pc = 1 − �0.15 +
�rc − 1�

90

 �8�

�pt = 1 − �0.10 +
�rt − 1�

180

 �9�

The temperature effectiveness of the recuperator is defined as
follows:

�rec =
T3 − T2

T5 − T2
�10�

Turbine cooling is not considered because the high turbine inlet
temperatures is assumed to be satisfied by the advanced materials
�1�. Ambient condition is 101.3 kPa and 288.15 K. The assumed
recuperator effectiveness is 0.85. Pressure losses of 1–4% are as-
sumed at every flow element, such as inlet and outlet ducts, recu-
perator, and combustor. Mechanical and generator efficiencies of
98 and 93 % are assumed.

Comparisons of thermal efficiency and specific power between
the conventional cycle and the alternative cycle are shown in Figs.
5 and 6, respectively. The qualitative efficiency trends of the con-
ventional cycle and the two-shaft alternative cycle are similar to
those of Fig. 4. At a low turbine inlet temperature, the alternative
cycle is inferior to the conventional cycle. As the turbine inlet
temperature increases, the gap between the two cycles in terms of
the maximum efficiency becomes smaller. In general, the specific
power of the alternative cycle is also smaller. In the two-shaft
alternative cycle, the compressor pressure ratio corresponding to
the maximum efficiency point is more than two times higher than
the conventional cycle.

Fig. 3 Effect of recuperator effectiveness on thermal effi-
ciency „working medium: air, t=4, compressor and turbine
efficiency�1.0…

Fig. 4 Combined effects of compressor and turbine efficien-
cies and recuperator effectiveness on thermal efficiency „work-
ing medium: air, t=4, �reg=0.9…
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By designing with the single-shaft arrangement, more even ef-
ficiency distribution can be obtained in the middle pressure ratio
range. The single-shaft results are based on the optimal division of
the two turbine sections. Up to the compressor pressure ratio cor-
responding to the maximum efficiency of the conventional cycle,
the alternative cycle is meaningless; that is, the optimal efficiency
is obtained by the conventional cycle �no work contribution of the
low-pressure turbine�. Over this critical pressure ratio, the opti-
mum pressure ratio division of the two turbine sections exists.
Thermal efficiency of this optimized single-shaft arrangement is
even higher than that of the conventional recuperated cycle at all
high compressor pressure ratios. The results indicate that the op-
timization of the expansion ratios of the two turbine sections in
the single-shaft configuration makes it possible to obtain a smooth
extension of the thermal efficiency of the conventional cycle up to
very high compressor pressure ratios. Even with very high pres-
sure ratios, the alternative cycle configuration is more efficient
than the simple cycle as shown in Fig. 5. The specific power of the
optimized single-shaft arrangement is still smaller than that of the

conventional cycle, but higher than that of the two-shaft arrange-
ment up to nearly the maximum efficiency point of the two-shaft
case.

Figure 7 illustrates the variation in the pressure ratio of the
high-pressure turbine. The curves of the single-shaft alternative
cycle are those for the optimized divisions, which lead to the
results of Figs. 5 and 6. For comparison, results for the two-shaft
configuration are also shown. In case of the two-shaft configura-
tion, the pressure ratio of the high-pressure turbine should in-
crease with increasing compressor pressure ratio because of the
increase of the compressor work. If we can divide the turbine
pressure ratios arbitrarily, maintaining the recuperator inlet tem-
perature �the exit temperature of the high-pressure turbine� high is
beneficial in view of the inherent characteristics of the recuperated
cycle. However, too high a temperature requires reduction of the
work of the high-pressure turbine, which means a negative effect
on the power. In the single-shaft case, these two countereffects
result in the optimal pressure ratio division between the two tur-
bine sections. Figure 8 illustrates the dependence of the thermal
efficiency on the pressure ratio of the high-pressure turbine. The
optimized pressure ratio of the high-pressure turbine increases up

Fig. 5 Thermal efficiency versus compressor pressure ratio

Fig. 6 Specific power versus compressor pressure ratio

Fig. 7 Optimal pressure ratio of the high-pressure turbine

Fig. 8 Examples of dependence of thermal efficiency of the
single shaft on the pressure ratio setting of the high-pressure
turbine „TIT=1100 K…
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to a certain compressor pressure ratio. Until then, the conventional
recuperated cycle is the optimized solution �no need to divide the
turbine�. Over this compressor pressure ratio, there exists an op-
timal pressure ratio division that produces a maximum efficiency.
The exact optimum pressure ratio of the high-pressure turbine
remains almost constant regardless of the total pressure ratio, pro-
ducing the results of Fig. 7. However, the thermal efficiency is not
very sensitive to the selection of the pressure ratio division around
the optimal point, as clearly shown in Fig. 8. This may provide a
flexibility in the selection of the position of the turbine separation
when converting an existing single-shaft gas turbine adopting a
multistage turbine �with already fixed-stage pressure ratios� into
the recuperated cycle version.

A critical factor in designing the recuperated gas turbine is the
recuperator inlet temperature. It plays an important role in the
aspect of performance as mentioned above, but it should also
conform to the design technology, such as material capability of
the recuperator. The limitation on this recuperator inlet gas tem-
perature is as severe as that on the turbine inlet temperature �1�.
The variations in the recuperator inlet temperature of the three
configurations are shown in Fig. 9 for two turbine inlet tempera-
tures. The increase of the compressor pressure ratio naturally
leads to the lower recuperator inlet temperature �T5� for the con-
ventional and two-shaft alternative cycles. T5 of the optimized
single-shaft alternative cycle decreases in the initial range but
maintains almost constant for sufficiently high pressure ratios due
to the nearly constant pressure ratio of the high-pressure turbine in
Fig. 7. The maximum efficiency points are marked for the con-
ventional and two-shaft alternative cycles. At the maximum effi-
ciency conditions, the two-shaft design requires 50–100 °C higher
recuperator inlet temperature in comparison to the conventional
cycle. However, the single-shaft design may result in a compa-
rable recuperator inlet temperature to the conventional case.

The conclusion from this design analysis is that even though the
two-shaft design of the alternative cycle seems feasible in the
aspect of mechanical design simplicity, its efficiency cannot ex-
ceed the conventional cycle efficiency and, furthermore, the spe-
cific power is considerably smaller when designed at the maxi-
mum efficiency point. Thus, the two-shaft configuration can be
applied only to very limited usages, such as modification of exist-
ing high pressure ratio aeroderivative engines into the recuperated
cycle version focusing on the efficiency upgrade despite the
power reduction. The single-shaft design with optimal division of
the turbine pressure ratios provides a rather wide design range of
compressor pressure ratio with only moderate efficiency loss �or
even higher efficiency� in comparison to the conventional cycle.

Moreover, it alleviates the reduction of the specific power and can
be designed with a recuperator inlet temperature equivalent to the
conventional cycle. Therefore, from the thermodynamics point of
view, the single-shaft design is more advantageous in realizing the
alternative cycle with divided turbine expansion.

Part Load Performance

Operation Strategies and Modeling. Diverse part load opera-
tion strategies are analyzed comparatively among different design
options, such as the single-shaft conventional cycle and single-
and two-shaft alternative cycles.

The simplest way of controlling the gas turbine in response to
load change is to modulate the fuel supply. This method can be
called fuel-only control. However, other possibilities also need to
be considered for the recuperated cycle. In view of thermody-
namic performance, the most important process in the regenera-
tive gas turbine is the exhaust heat recovery process at the recu-
perator. Therefore, full utilization of the heat recovery effect
during the part load operation is essential. For this purpose, it is
very advantageous to keep the recuperator inlet temperature as
high as possible by modulating the airflow rate as well. This vari-
able airflow control improves the part load efficiency drastically
for cycles involving heat recovery, such as combined cycle, co-
generation system, and recuperated cycle �11,12�. In realizing this
airflow reduction in the single-shaft engine, two methods can be
used. The first is to use the variable inlet guide vane of the com-
pressor, and the second is to change the shaft speed. Ideally, the
two methods can provide similar level of part load efficiency, but
the usual reduction of the compressor efficiency accompanied by
the variable guide vane control causes rather smaller efficiency
gain and, moreover, the airflow reduction capacity is limited �12�.
Gas turbines designed with a free turbine �two-shaft configura-
tion� operate with varying compressor speeds. Thus, they have the
intrinsic advantage of high heat recovery capacity since the tur-
bine exhaust temperature is higher due to reduced mass flow at
part load conditions �11,12�.

In this study, focus is given to the gas turbines for electricity
generation. In the fuel-only control, the speed of the shaft con-
nected to the generator should be kept constant. The variable
speed operation of the single-shaft configuration is usually applied
to small gas turbines. In those cases, the gas turbine shaft drive a
high-speed alternator. Then, a digital power controller �AC-
DC-AC inverter� converts the varying high frequency into a con-
stant low frequency �13�. The technology has been limited to
small gas turbines, such as micro gas turbines up to 200 kW.
Recently, however, the high-speed alternator has also begun to
find its applications in MW class recuperated cycle gas turbines
�3�. Considering that the current development effort for recuper-
ated cycle gas turbines has been focused on up to several MWs,
the benefit of using the variable speed strategy will be more mani-
fested in the future.

In this study, both the fuel-only control and the variable speed
control are applied to each of the conventional single-shaft cycle
and the alternative single-shaft cycle. In addition, the part load
operation for the two-shaft design of the alternative cycle is simu-
lated. In the variable speed operation of the single-shaft configu-
ration, the control target is to keep a constant recuperator inlet
temperature �T5� in order to maximize the heat recovery effect.
This temperature corresponds to the turbine exit temperature for
the conventional cycle and the high-pressure turbine exit tempera-
ture for the alternative cycle. Consequently, we have five cases to
simulate as summarized in Table 1.

For comparison, design points are selected at the same turbine
inlet temperature of 1100 K. The design point of the conventional
cycle is the pressure ratio of maximum thermal efficiency. The
same principle is applied to the two-shaft alternative cycle. The
design pressure ratio of the single-shaft alternative cycle is also
given equivalent to that of the two-shaft case. Moreover, the pres-

Fig. 9 Recuperator inlet temperature
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sure ratio division inside the turbine is also set equivalent to that
of the two-shaft case. The design points are summarized as fol-
lows:

• Turbine inlet temperature: 1100 K
• Design pressure ratio; conventional cycle: 4.3
• Design pressure ratio, alternative cycles: 10.0

The off-design characteristics of the compressor is represented
by the performance map. Figure 10 illustrates an example of the
compressor map used in this study. The turbine characteristics is
described by the Stodola ellipse equation �14� as follows:

ṁin
�Tin/Pin

�ṁin
�Tin/Pin�d

=
�1 − �Pout/Pin�2

�1 − �Pout/Pin�d
2

�11�

A counterflow recuperator is assumed. Variation in the effec-
tiveness is modeled using the mass flow rate as the main param-
eter. The following semi-theoretical correction of the overall heat
transfer coefficient can be used for this purpose

U

Ud
= � ṁ

ṁd
�z

�12�

This relation may not be very appropriate for the range of very
low relative mass flow where longitudinal heat conduction may
affect the effectiveness. However, since the lowest mass flow rate
in case of the variable speed operation of this study is �30% of
the design value, application of the relation is assumed to be ef-
fective for the whole operating range. With the exponent z�1.0,
the effectiveness increases with mass flow reduction. The expo-
nent is set at 0.3 based on the examination on the performance

variation of practical compact recuperators �12�. The part load
analysis has been performed with the aid of process analysis soft-
ware �15�.

Results
A single-shaft gas turbine under the fuel-only control operates

at a fixed speed. On the contrary, in the gas turbine under the
variable speed control, the shaft speed decreases, and thus the
airflow rate decreases with power reduction. The high-pressure
shaft of the two-shaft gas turbine also reduces its speed for power
reduction. As a result, the compressor pressure ratio of the opera-
tions involving speed variation changes much during the part load
operation, whereas the fuel-only control requires moderate pres-
sure ratio change. This result is shown in Fig. 11. The single-shaft
configuration of the alternative cycle requires greater change in
the compressor pressure ratio than the two-shaft configuration.

Variations in the hot side temperatures during the part load
operation are shown in Figs. 12 and 13 for the conventional cycle
and the alternative cycle, respectively. In the single-shaft design,
the variable speed control enables far higher recuperator inlet tem-
perature �constant T5 in this study�. The turbine inlet temperature

Table 1 Selected design points for part load analysis

Cycle configuration Operating strategy
Temperature

control

Single shaft
conventional cycle

Fuel only control -

Variable speed control Constant T5
Single shaft alternative
cycle

Fuel only control -

Variable speed control Constant T5
Two shaft alternative
cycle

Fuel only control -

Fig. 10 Example of the compressor map

Fig. 11 Variation in the compressor pressure ratio for the part
load operation

Fig. 12 Variations in the hot side temperatures for the part
load operation of the conventional cycle
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is also higher in the variable speed operation. Moreover, the rela-
tively lower compressor pressure ratio, thus the lower recuperator
inlet air temperature of the variable speed operation provides
much larger temperature change inside the recuperator �for ex-
ample, T5–T6�. This explanation is effective for both the conven-
tional and alternative cycle with variable speed operation. How-
ever, this is more manifested in case of the alternative cycle �more
rapid increase of the temperature difference at the recuperator
with power reduction�. The two-shaft configuration of the alterna-
tive cycle provides larger recuperator temperature difference than
the single-shaft conventional cycle with fuel-only control. How-
ever, it is not comparable to that of the variable speed control of
the single shaft.

Figure 14 shows the resulting thermal efficiencies of the two
operating methods of the single-shaft conventional cycle. In the
conventional cycle, the variable speed operation provides far en-
hanced part load efficiency over the simple fuel only control. This
is due to the greater temperature difference at the recuperator
�better utilization of the heat recovery effect in the regenerative
cycle� as pointed out in Fig. 12. Therefore, the variable speed
operation should be the primary choice for better fuel economy of

the recuperated cycle gas turbines. Figure 15 shows the thermal
efficiencies of the three cases of the alternative cycle. The single-
shaft gas turbine adopting the fuel-only control exhibits nearly the
same part load efficiency as the conventional cycle counterpart.
Therefore, no special performance difference exists when control-
ling the gas turbines only with the fuel. Maintaining a higher
recuperator inlet temperature by adopting variable speed operation
again improves the part load efficiency. A very important obser-
vation is that the degree of the improvement is far greater than in
the conventional cycle case. This is closely related to the fact that
the heat recovery effect in the recuperator is even greater in the
alternative cycle, as mentioned previously. The part load effi-
ciency remains almost at the design value for a very wide power
range. Therefore, despite the slightly lower design efficiency, the
overall fuel economy must be better than that of the conventional
cycle. The two-shaft configuration also shows better part load ef-
ficiency than the fuel-only control of the single-shaft configura-
tion. But, the variable speed operation of the single shaft provides
even better performance than the two-shaft configuration.

Although not treated in this study, the operation with the vari-
able inlet guide vane for the single-shaft engine and the operation
with the variable nozzle area of the free turbine for the two-shaft
engine may also improve the part load efficiency of the alternative
cycle because they have been proved to be effective for the con-
ventional regenerative cycle �12�. However, since their airflow
modulation capacity is rather limited and the efficiencies of the
compressor and turbine degrade due to the geometry variation,
their part load efficiency is expected to be lower than or, at most,
comparable to that of the variable speed operation of the single-
shaft configuration.

Conclusion
This study has examined various aspects of the alternative re-

cuperated cycle with divided turbine expansion from the funda-
mental design characteristics to the part load performance. From
the results of this study, the following conclusions are obtained.

1. The alternative cycle is more influenced by the component
efficiencies. Only with very high component efficiencies, the
maximum cycle efficiency of the alternative cycle is higher than
that of the conventional cycle. Otherwise, it is comparable to or
less than that of the conventional cycle.

2. Two-shaft design of the alternative cycle requires too high
compressor pressure ratio for its efficiency to be comparable to
the conventional cycle. On the contrary, the single-shaft design
provides a rather wide range of compressor design pressure ratio.
Furthermore, the thermal efficiency is not sensitive to the pressure

Fig. 13 Variations in the hot side temperatures for the part
load operation of the alternative cycle

Fig. 14 Variation in part load efficiency of the conventional
cycle

Fig. 15 Variation in part load efficiency of the alternative cycle
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ratio division in the two turbine sections, which provides good
design flexibility. Therefore, from the thermodynamics point of
view, the single-shaft design is more advantageous in realizing the
alternative cycle with divided turbine expansion.

3. The variable speed control of the single-shaft configuration
should be the primary operation strategy because it keeps a higher
recuperator inlet temperature, and thus enhances much the part
load efficiency in comparison to the fuel-only control. Its useful-
ness is more manifested in the alternative cycle. Consequently, by
designing with a single-shaft configuration and operating with
variable shaft-speed, the alternative cycle provides far better part
load efficiency than the conventional cycle.
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Nomenclature
1–7 � state in the gas turbine

c � temperature ratio of the compressor
e � temperature ratio of the turbine
h � specific enthalpy �kJ/kg�
k � specific heat ratio

LHV � lower heating value �kJ/kg�
ṁ � mass flow rate �kg/s�
P � pressure �kPa�
r � pressure ratio
T � temperature �K�
t � temperature ratio

TIT � turbine inlet temperature �K�
U � overall heat transfer coefficient �kW/m2K�
Ẇ � power �kW�
z � exponent

Greek
�gen � generator efficiency

�m � mechanical efficiency
�pc � compressor polytropic efficiency
�pt � turbine polytropic efficiency

�rec � recuperaqtor effectiveness
�th � thermal efficiency

Subscripts
a � air
c � compressor
d � design
f � fuel
g � gas

hpt � high pressure turbine
in � inlet

lpt � low pressure turbine
out � outlet

t � turbine
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Genetic Algorithm Optimization
for Primary Surfaces Recuperator
of Microturbine
In recent years, the genetic algorithm (GA) technique has gotten much attention in
solving real-world problems. This technique has a strong ability for global searching and
optimization based on various objectives for their optimal parameters. The technique
may be applied to complicated heat exchangers and is particularly useful for new types.
It is important to optimize the heat exchanger, for minimum volume/weight, to save
fabrication cost or for improved effectiveness to save energy consumption, under the
requirement of allowable pressure drop; simultaneously it is mandatory to optimize ge-
ometry parameters of heating plate from technical and economic standpoints. In this
paper, GA is used to optimize the cross wavy primary surface (CWPS) and cross corru-
gated primary surface (CCPS) geometry characteristic of recuperator in a 100 kW mi-
croturbine, in order to get more compactness and minimum volume and weight. Two
kinds of fitness assignment methods are considered. Furthermore, GA parameters are set
optimally to yield smoother and faster fitness convergence. The comparison shows the
superiority of GA and confirms its potential to solve the objective problem. When the
rectangular recuperator core size and corrugated geometries are evaluated, in the CWPS
the weight of the recuperator decreases by 12% or more; the coefficient of compactness
increases by up to 19%, with an increase of total pressure drop by 0.84% compared to the
original design data; and the total pressure drop versus the operating pressure is con-
trolled to be less than 3%. In the CCPS area compactness is increased to 70% of the
initial data by decreasing pitch and relatively high height of the passage, the weight
decreases by 17–36%, depending on the inclination angle ���. Comparatively the CCPS
shows superior performance for use in compact recuperators in the future. The GA
technique chooses from a variety of geometry characters, optimizes them and picks out
the one which provides the closest fit to the recuperator for microturbine.
�DOI: 10.1115/1.2436550�

Keywords: genetic algorithms, cross wavy primary surface, cross corrugated primary
surface, optimization, recuperator, microturbine

Introduction

Microturbine technology and deployment were initially wel-
comed with enthusiasm by the scientific community and industry.
However, the actual applications of these machines have recently
required new design in order to ensure better competitiveness and
profitability in a deregulated energy distribution market. The spe-
cific capital cost is still high, and operational availability and flex-
ibility need to be further improved to match the customers’ needs
in terms of an efficient, low cost, and durable supply of heat,
cooling, and power.

It has been clearly demonstrated that an exhaust heat recovery
recuperator is mandatory to achieve electrical efficiency of 30%
or higher for microturbine engines, which is possible for a cycle
pressure ratio of about 4:1. The cycle airflow is a function of the
power requirement. To increase the efficiency and reduce the CO2
emission, it is mandatory to develop a more efficient thermody-
namic cycle. From a technical point of view, such a gas–air recu-
perator must achieve high effectiveness, good reliability, compact
size, light weight, structural integrity, be leak tight, and have mini-
mal pressure drops. From a thermoeconomic perspective, since

the recuperator represents up to 30% of the total capital cost of a
microturbine package, it needs to be optimized by taking into
account both technical and economic considerations.

The major technological constraint for the development of the
microturbine is the production weight of the unit. A microturbine
unit fitted with a recuperator, with an efficiency of 90%, can
achieve high electrical efficiency. Certainly, the recuperator
weight optimization is one of the main challenges in microturbine
engine research: a good and cost-effective design could make the
difference between acceptability and rejection. Increasing the ef-
fectiveness is straightforward but results in a dramatic increase in
recuperator size and weight, again aggravating the weight situa-
tion. Compact heat exchangers have been extensively studied in
the open literature �1–5�. The heat transfer and flow resistance
characteristics of several primary surfaces are well reported by
Utriainen and Sundén �6,7�. It is obvious that different shapes and
geometry of heat transfer surfaces strongly affect the heat transfer
rate and flow resistance of the recuperator core, but there has been
little research and optimization on the recuperator with geometry
parameters of other shapes. To improve the heat transfer and pres-
sure loss characteristics of the cross wavy primary surface
�CWPS� and cross corrugated primary surface �CCPS�, proper
genetic algorithm �GA� tools, which could provide the optimized
design, from both the technical and economic perspectives, are
extremely helpful for achieving this target.

This paper presents the GA approach for the optimization of
microturbine recuperators from technical and economic stand-
points. With regard to the sizing procedure, a special optimization
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procedure of the recuperator matrix has been developed �8�, which
takes into account several targets in a single multi-objective func-
tion: the compactness, the pressure drops, and the expected weight
of the device. The present work is to optimize CWPS and CCPS
geometry parameters for recuperator in 100 kW microturbine un-
der counter-cross-flow conditions. The comparison between origi-
nal design results and optimum results is made in order to deter-
mine their own contribution to the total heat transfer performance
and to provide important information needed for the optimization
of designing CWPS and CCPS recuperators.

Algorithm Description
Because of the compactness and initial weights, it is important

to determine the best possible design, under the available given
constraints �areas compactness and/or weight, etc�. To improve
this procedure an actual optimization algorithm has been imple-
mented in Refs. �9,10�.

A brief description of the GA technique will be presented as
follows. The main theory behind GA is closely related to the evo-
lution theory of Darwin: survival of the fittest �� the optimal
solution�. The standard GA uses a population �i.e., a group of
possible solutions� of individuals �i.e., parameter sets� that is rep-
resented in a binary format. Each parameter is encoded in a binary
string. The strings for the separate parameters are then grouped
into one long string. The individuals are randomly determined
from the search space. An initial population of size is created from
a random selection of the parameters in the parameter space. Each
parameter set represents the individual’s chromosomes. Each of
the individuals is assigned a fitness based on how well each indi-
vidual’s chromosomes allow it to perform in its environment.
There are then three operations that occur in GA to create the next
generation: selection, crossover, and mutation. The “fitness” of the
solutions �i.e., the result of the variable that is to be optimized� is
determined subsequently from the fitness function, which is evalu-
ated by survival of the fittest. The individual with the maximum
fitness within the population has the highest chance to return in
the next generation. This new generation is calculated and the
process is repeated until the given number of generations is
reached or until convergence has been obtained. To assist the vi-
sualization of GA procedure, a logic flow diagram is presented in
Fig. 1.

This algorithm differs from the general optimization algorithms
and search procedures as follows:

1. It uses a coded parameter set instead of the parameters that
are to be optimized;

2. The optimal value is searched for within a group of possible
solutions as opposed to searching on a one-by-one basis;

3. The algorithm uses the result of the function that is to be
optimized as opposed to a derivative or additional informa-
tion on the problem; and

4. It uses probabilistic rules to generate new solutions instead
of deterministic rules.

By giving the above differences of GA compared to the more
standard optimization algorithms, GA is preferred for application
in discrete optimization problems, such as the optimization of
various surfaces heat exchangers systems.

Model Description
In a CWPS recuperator the metal plates are closely stacked in a

frame so that the orientation of the corrugation between adjacent
plates is nonaligned, and this configuration enhances heat transfer
by providing a large effective surface area and generating a com-
plex flow structure in the patterns between the plates. Corruga-
tions also strengthen the plates and give a high structural stability
due to the multitude of contact points. Passive enhancement tech-
niques may be used to reduce the physical size of the recuperator
core, in the passive techniques secondary flow structures could
often generate. The secondary gas and air flow structures in heat
exchangers disturb the insulation of near wall layers and thus
improve the thermal properties of the duct. This type of heat trans-
fer surface offers heat transfer enhancement by accompanying an
acceptable increase of the pressure losses.

The core is the key component of the recuperator, and it occu-
pies the majority volume and weight of recuperator. Header, cover
plate and connection tube etc. are auxiliary functions of sealing,
connection, and assembly, thus, in this paper only the design of
the recuperator core is considered. Taking recuperator weight into
account, the core configuration weight is multiplied by coefficient
of correction �setting to be 1.25 hereafter�.

In the GA method, correlations of heat transfer and pressure
drop are necessary to obtain optimal results. Analytical, numeri-
cal, optimum, and experimental results for laminar flow heat
transfer in complex geometries are essential for the design and
operation of compact heat exchangers �11–16�. Since the numeri-
cal and optimum investigations of fluid flow and heat transfer in
corrugated channels have significant advantages over the experi-
ment, the variation of geometric parameters by numerical simula-
tion is much easier and less costly than by experimental investi-
gations. Furthermore, numerical and optimum results may give
detailed information of flow structure, which is difficult to supply
by the experiments.

In this paper, the CWPS recuperator for a 100 kW microtubine
is used as the optimized model shown in Fig. 2�a�. The upper and
lower plates of a generic couple share the same basic geometry.
This CWPS recuperator has a lot of design geometry parameters.
It is characterized by corrugation plate geometry parameters as
follows: pitch P, internal height H, wavelength �, internal height
a, air side circle radius r, and gas side circle radius R. In the
present study, the thickness of the plate is fixed as 0.1 mm, which
could be commercially available. Ultimately parameters of P, H,
�, a, r, R are acted optimization variables.

On the other hand, for CCPS �see Fig. 2�b�� the primary deter-
minants are the corrugation inclination angle �, wavelength P,
internal height H, radius of the circular plate R, and profile of
waviness. These geometrical parameters influence the heat trans-
fer rate, pressure drop, and recuperator core dimensions such as
length B1, width B2, and height B3 �Fig. 2�c��. Generally, both
heat transfer coefficients and friction losses increase with � of
chevron plates. Based on the correlations of Nusselt number and
friction factor from Utriainen and Sundén �17� and the modified

Fig. 1 Flow diagram for genetic algorithm
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experimental results from Ref. �14�, surface geometry variables
such as P, H, R were optimized for the fixed values of �
=45 deg, 60 deg, or 75 deg, respectively.

The total pressure drop is inserted as a target parameter rather
than the pressure drop of one side. In fact, thermodynamic calcu-
lations show that the cycle performance does not significantly
change if the total pressure drops of gas and air sides are kept
constant �18�. When the recuperator design must be optimized for
a particular application, different targets can be pursued as priori-
ties, such as the best compactness, the minimum weight, and the

control of total pressure drop. In the microturbine field, one of the
most important aspects is, certainly, the total weight.

In the present study, the CWPS variables are subject to:
1.4 mm� P�3.6 mm, 1.8 mm�H�3.5 mm, 2.8 mm��
�9.6 mm, and 1.0 mm�a�1.4 mm. The others are influenced
by the above four variables because they are not independent. The
CCPS variables are subject to: 2.8 mm� P�5.0 mm, 0.6 mm
�H�1.4 mm, and 0.32 mm�R�0.60 mm. Tournament selec-
tion, uniform crossover, and one-point mutation are selected.
Sizes of population and maximum evolution generation are set to
be 50 and 100, respectively. Probabilities of crossover and muta-
tion are set to be 0.5 and 0.02, respectively. The key characteris-
tics of both heat exchangers are summarized in Table 1.

The implement of optimal design consists of two procedures:
one is a GA routine that includes the process of selection/
crossover/mutation; the other is the rating �RAT� routine that
evaluates performance of CWPS and CCPS. The FORTRAN code
has been used for considering the rating problem after decoding
individuals to real geometrical sizes. The flow chart of the RAT
routine is presented in Fig. 3. It should be noted that the original
data in Tables 2 and 3 are also obtained by the RAT procedure.

Results and Discussion
The thermal–hydraulic performance of the heat exchanger is

strongly influenced by the surface-corrugation geometry of the
plates employed in them. The enhanced heat transfer is directly
related to these features, which provide increased effective heat
transfer area, disruption, and reattachment of boundary layers,
swirl or vortex flow generation, and small hydraulic diameter flow
channels. Generally, both heat transfer coefficients and friction
losses increase with higher a and lower � �see Fig. 2�a��. As
expected, the Reynolds number and the friction factor f are sig-
nificantly influenced by � /a, i.e., they increase with decreasing

Fig. 2 Model description: „a… CWPS geometry parameters; „b…
CCPS geometry parameters; and „c… recuperator matrix

Table 1 Description of recuperator key design parameters

Power �kW� 100
Air flow rate �kg/s� 0.998
Gas flow rate �kg/s� 1.014
Pressure ratio �—� 3.8
Effectiveness �%� 90
Air inlet temperature �K� 463
Gas inlet temperature �K� 927
Gas outlet temperature �K� 873
�ptot

�%� 3

Fig. 3 Flow chart of RAT routine
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� /a. Small � /a indicates a small volume of the recuperator core.
Deeper corrugations �lower P /H� not only increase the effective
surface area, but also promote the swirl mixing.

There are many ways to assign the fitness value. In the present
study, two different fitness functions were used to calculate the
fitness values based on the above results.

Minimum Weight (“GA1”). The conventional genetic algo-
rithm determines global maximum value in search spaces. The
objective of the present prediction, however, is to minimize
weight of recuperator. Thus a fitness function should be given as
follows:

fitness = F · exp�− W� �1�

where W is the weight; and F is the stepwise factor defined by

F = �1, �p−tot � 3%

0, �p−tot � 3%
� �2�

�p−tot is the total pressure drop in both sides. It should be noted
that the maximum value of fitness indicates the minimum weight.
The evolution process of CWPS for minimum weight is the shown
in Fig. 4�a�. At the beginning of the evolution process �about less
than 50 generations�, the differences between every individual are
relatively large, which leads to the individuals with low fitness
being eliminated and individuals with higher fitness being saved.
After certain generation, the variation of fitness for minimum
weight is small, and finally levels off to a fixed value.

Minimum Weight and Maximum Compactness (“GA2”).
The coefficient of compactness �Sv� sometimes can be used as an
objective of optimum design for heat exchangers. The coefficient
of compactness is defined as

Sv = Aht/V �3�

where Aht is the heat transfer surface area of recuperator and V is
the internal volume. In the present study, we consider both the
compactness of recuperator and its weight as the objective func-
tion. Thus a fitness function should be given as follows:

fitness = F ·
Sv

W
�4�

Thus compactness and weight are well fit together. In CWPS the
evolution process for minimum weight and maximum compact-
ness is shown in Fig. 4�b�. At the beginning of the evolution
process �approximately less than 100 generations�, the differences
between every individual are relatively large, which leads to the
individuals with low fitness being eliminated and individuals with
higher fitness being saved. After certain generation �approxi-
mately larger than 500 generations�, the variation of fitness for
minimum weight is small, and finally levels off to a fixed value.

The comparison between the original data and the optimized
results are listed in Table 2. The following conclusions can be
found: by both kinds of fitness assignment methods �GA1,GA2�,
when H and B1 decrease, R and r decrease in configuration. The
gas side radius R is larger than the air side, because the mass flow
rate has been kept constant �that is, there is almost the same mass
flow rate for the gas and air streams�, and the gas will occupy a
greater volume flow rate at the hot gas side with lower pressure.
Therefore, in order to decrease the gas side pressure drop, a larger
flow area of the gas side is necessary. On the other hand, by the
GA1 method, the weight decreases by 14%, the coefficient of
compactness increases by 12%, and total pressure drop increases
by 40% in performance; while by the GA2 method, the weight
reduces by 12%, the coefficient of compactness increases by 19%,
and total pressure drop increases by 0.84% in performance. The
total pressure drop, �p−tot is less than 3%. By GA2, maximum
Sv /W may be obtained, and the comprehensive performance of
configuration is surprisingly good.

GA optimized results for CCPS are shown in Fig. 5. The mini-
mum weights are plotted in Figs. 5�a�, 5�c�, and 5�e� obtained by
GA1. The minimum weight and maximum compactness are
shown in Figs. 5�b�, 5�d�, and 5�f� obtained by GA2 for CCPS of
45 deg, 60 deg, and 75 deg, respectively. In Table 3 the original
data and optimized results are compared. The optimal parameters
for CCPS perform very well, and the area compactness is in-
creased to 70% from the original data by decreasing pitch from

Table 2 Comparison of the original data and optimized results „CWPS… „G1—fitness=exp„−W…; GA2—fitness=Sv/W…

CWPS

Geometry parameters Performance

P
�mm�

H
�mm�

�
�mm�

a
�mm�

r
�mm�

R
�mm�

B1
�m�

B2
�m�

B3
�m�

�ptot

��102�
Sv

�m2/m3�
W

�kg�

Original data 1.8 2.3 4.8 1.3 0.35 0.55 0.75 0.28 0.49 2.04 1845 116.73
GA1 1.4 1.8 4.99 1.39 0.24 0.45 0.7 0.26 0.49 2.87 2074 100.46
GA2 1.4 1.8 4.82 1.39 0.25 0.45 0.73 0.25 0.48 2.88 2191 103.1

Table 3 Comparison of the original data and optimized results „CCPS… „GA1—fitness=exp„−W…; GA2—fitness=Sv/W…

�
�deg� CCPS

Geometry parameters Performance

P
�mm�

H
�mm�

R
�mm�

B1
�m�

B2
�m�

B3
�m�

�p−tot

��102�
Sv

�m2/m3�
W

�kg�

45 Original data 3.48 0.87 0.45 0.58 0.21 0.46 3.39 1308 62.16
GA1 2.8 0.6 0.32 0.75 0.13 0.42 2.989 2258 43.40
GA2 2.8 0.6 0.32 0.61 0.13 0.52 2.994 2258 43.38

60 Original data 3.48 0.87 0.45 0.82 0.16 0.42 3.166 1308 52.58
GA1 2.8 0.6 0.32 0.9 0.10 0.43 2.987 2258 34.88
GA2 2.8 0.6 0.32 0.75 0.12 0.52 2.996 2258 34.69

75 Original data 3.48 0.87 0.45 0.86 0.12 0.46 3.373 1308 36.73
GA1 2.8 0.6 0.32 0.82 0.07 0.55 2.995 2258 23.76
GA2 2.8 0.6 0.32 0.8 0.07 0.57 2.938 2258 23.82
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3.48 mm to 2.8 mm and relatively high height of the passage
from 0.87 mm to 0.6 mm, respectively. For two kinds of fitness
assignment methods �GA1, GA2�, the weight decreases from 17%
to 36% for three different inclination angles �, and total pressure
drop decreases slightly in performance. The inclination angle be-
tween the plate corrugations is a major parameter in the thermo–
hydraulic performance of CCPS. This is because a change in �
affects the basic flow structure which is the primary factor influ-
encing the pressure drop and heat transfer rate. It is evident from
the foregoing report �16�, apart from flow and fluid property pa-
rameters, that Nu and f are significantly influenced by �. The
deeper corrugations increase the effective surface area and pro-
mote the swirl mixing. The large angle ��� between the corruga-
tions gives both smaller size and weight, and because the thermal
performance enhances and the friction factors increase, the width
�B2� of the matrix must be shorten to meet pressure drop require-
ments. Small pitch and high height can obtain superior perfor-
mance, but smaller dimension is restricted by the metal material
tractability, which shows the importance of achieving a fabrica-
tion method that gives small passage dimensions.

The performance of CCPS is compared to CWPS. CCPS has
smaller weight than CWPS, the weight of CCPS is lower than
CWPS by 45% or more, and optimized CCPS obtains higher area
compactness. Both CWPS and CCPS show superior performance
but CCPS should be the first choice for further studies for the
recuperator of the microturbine if the difficulty of manufacturing
this kind of surface is not taken into account. The CCPS is ob-
tained by using a folding process, pressing, or stamping, but these
are difficult because of the very small pitch and relatively high

height of the passage, and cracking of the surface may also occur.
The major disadvantage is that two different plates have to be
fabricated, which means more work for manufacturing during the
design stage.

Conclusions
In this paper, the implementation of GA as a useful support tool

for optimization of CWPS and CCPS recuperators is described. As
GA uses a random technique, it is possible that the global opti-
mum is found within the optimization. Some results of the opti-
mization of CWPS and CCPS recuperators are given.

Different objective optimizations were successfully performed
in order to assess the reliability of the results. The results clearly
show the superiority of primary surface recuperators for microtur-
bine applications, since they are able to combine high heat ex-
change effectiveness with compact volumes and minimum
weights. In the present study, the CWPS recuperator is shown to
be able to decrease the volume and the material weight by 12% or
more; while simultaneously the coefficient of compactness in-
creases by 19% and total pressure drop increases by only 0.84%,
and the total pressure drop is less than 3%. The CCPS area com-
pactness is increased to 70% more than the initial data by decreas-
ing pitch and the relatively high height of the passage, the weight
decreases by 17–36%, depending on inclination angle �. The
CCPS shows superior performance for use in compact recupera-
tors in the future, and this in turn implies an even higher potential
for cost reduction due to the simpler and cheaper production pro-
cess.
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Nomenclature
A � internal height corrugation in flow direction

�mm�
Ac � Flow area of cell at inlet �m2�
Af � total flow area at inlet �m2�

Aht � heat transfer surface area �m2�
B1 � length of recuperator core �m�
B2 � width of recuperator core �m�
B3 � height of recuperator core �m�
Dh � hydraulic diameter �m�

f � Fanning friction factor
H � heat transfer coefficient �W m−2 K−1�
H � internal height �mm�

Nu � Nusselt number
P � pitch �mm�
p � static pressure �Pa�
R � radius of circle in gas side of the plate �mm�
r � radius of circle in air side of the plate �mm�

Re � Reynolds number
Sv � coefficient of compactness, ratio of heat trans-

fer surface/internal volume �m2 m−3�
V � internal volume �m3�
W � weight �kg�

Greek
� � inclination angle between corrugations �deg�
� � wavelength �mm�

�p�tot � total pressure drop over recuperator,
=�p�air / p�air+�p�gas / p�gas

Fig. 4 Evolution process for CWPS: „a… by GA1 „for minimum
weight…; and „b… by GA2 „for minimum weight and maximum
compactness…
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Gas Turbine Fogging Technology:
A State-of-the-Art Review—Part I:
Inlet Evaporative Fogging—
Analytical and Experimental
Aspects
Ambient temperature strongly influences gas turbine power output causing a reduction of
around 0.50% to 0.90% for every 1°C of temperature rise. There is also a significant
increase in the gas turbine heat rate as the ambient temperature rises, resulting in an
increased operating cost. As the increase in power demand is usually coincident with
high ambient temperature, power augmentation during the hot part of the day becomes
important for independent power producers, cogenerators, and electric utilities. Evapo-
rative and overspray fogging are simple, proven, and cost effective approaches for re-
covering lost gas turbine performance. A comprehensive review of the current under-
standing of the analytical, experimental, and practical aspects including climatic and
psychrometric aspects of high-pressure inlet evaporative fogging technology is provided.
A discussion of analytical and experimental results relating to droplets dynamics, factors
affecting droplets size, and inlet duct configuration effects on inlet evaporative fogging is
covered in this paper. Characteristics of commonly used fogging nozzles are also de-
scribed and experimental findings presented. �DOI: 10.1115/1.2364003�

Keywords: evaporative fogging, power augmentation, droplets dynamics, fogging nozzle
design

Introduction
In the rapidly deregulating power generation market worldwide,

the structure of power supply agreements and the dynamics of an
open market imply higher financial gains for power generated
during high demand periods �such as summer months�. Global
power generation is expected to grow annually by approximately
3% in the next 20 years resulting in additional power generation
of approximately 7500 TWh �terrawatt hours� using various fuel
sources �1�. There are incentives to overcome the inherent loss of
turbine power output during periods of high ambient temperature.
On several heavy-duty industrial gas turbines, power output drops
of around 15% –20% �compared to ISO conditions� can be expe-
rienced at an ambient temperature of 35°C �95°F�, coupled with
a heat rate increase of about 5%. Aeroderivative gas turbines ex-
hibit an even greater sensitivity to changes in ambient tempera-
ture. The effect of ambient temperature change on power output
and heat rate for an industrial �GE Frame-7� and an aeroderivative
gas turbine �GE LM-6000� is shown in Fig. 1 �2�. This figure
clearly shows higher sensitivity to ambient temperature for the
aeroderivative gas turbine. An approach to counter the loss in
power output associated with high ambient temperature is to cool
the inlet air. While there are several inlet cooling technologies
available, inlet fogging �evaporative and overspray� has seen
large-scale applications over the past few years because of the
advantage of its low first cost compared to the other techniques,
such as media evaporative cooling and inlet chilling.

In recent years, several combined cycle plants utilizing ad-
vanced technology gas turbines as well as simple cycle peaking
power units have adopted fogging for power augmentation. It is
estimated that there are over 1000 gas turbines that currently use
inlet fogging or overspray worldwide.

Part I of this three-part paper provides description of high pres-
sure inlet evaporative fogging technology covering climatic and
psychrometric aspects, the use of Equivalent Cooling Degree
Hours �ECDH�, droplets thermodynamics, heat and mass transfer
considerations pertaining to inlet fogging, nozzle types and their
characteristics, nozzle locations and orientation, and effects of gas
turbine inlet duct system configurations. Part II �3� of this paper
covers theoretical and experimental aspects pertaining to over-
spray fogging �also known as wet compression, high fogging, fog
intercooling, supersaturation�. This technique has been adopted by
several major gas turbine manufacturers over the past few years.
Part III �4� of this paper covers practical considerations and op-
erational and maintenance issues, including results of field expe-
riences related to inlet fogging and overspray. Part III also covers
a review on the status of development in the area of fogging by
major gas turbine manufacturers.

A comprehensive discussion of the theory and application of
fogging technology was presented by Meher-Homji and Mee �5�.
Tawney et al. �6� evaluated several options for power augmenta-
tion for combined cycle power plants and reported that inlet fog-
ging resulted in a minimal impact on EPC �Engineering, Procure-
ment and Construction� cost and was the only option that provided
a small improvement in the heat rate. The highest return on equity
was obtained by combining inlet fogging and supplemental firing
of the heat recovery steam generator �HRSG�. Jones and Jacobs
�7� have recently presented an informative and detailed study of
options available for enhancing combined cycle performance.
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Their study included an economic assessment of performance en-
hancement alternatives by considering a combined cycle plant
consisting of two GE PG7241�FA� gas turbines, two unfired three
pressure-levels HRSGs, and one GE D11 reheat condensing steam
turbine with a wet cooling tower. Among the various alternatives
examined, inlet fogging was found to be the least sensitive to
variations in the economic parameters considered due to its insig-
nificant impact on nonpeak plant performance and its low initial
investment.

Bhargava et al. �8� have shown that while the effect of fogging
on the overall cycle efficiency of combined cycles is generally
small, inlet fogging results in a significant improvement in the
heat rate for simple cycle gas turbines. The power boost for dif-
ferent classifications of gas turbines for changes in ambient tem-
perature is shown in Fig. 2. A higher power boost is achievable
with aeroderivative and older �traditional� industrial gas turbines
compared to advanced technology gas turbines. Newer industrial
gas turbines, referenced in Fig. 2, are those machines that were
implemented with advanced technologies, such as a firing tem-
perature higher than 1260°C �2300°F�.

High Pressure Inlet Fogging
Fogging is a method of inlet cooling wherein demineralized

water is converted into fine fog droplets by means of specially

designed atomizing nozzles operating at pressures between 35 to
207 barg �approximately, 500 to 3000 psig�. As the fog evaporates
in the intake duct, it cools the air. This technique can achieve
close to 100% evaporative cooling effectiveness in terms of at-
taining the wet-bulb temperature at the compressor inlet under
design conditions.

The evaporative cooling effectiveness or efficiency is defined as

E =
DBT − CIT

DBT − WBT
�1�

A typical high pressure fogging system consists of a series of
high pressure reciprocating pumps providing demineralized water
to an array of fogging nozzles located downstream of the inlet air
filter elements. High pressure water is required as the droplet size
is proportional, to a limit, to the �applied pressure�a, where, value
of exponent “a” varies between −0.5 and −0.1, depending on the
nozzle type, nozzle geometry, liquid characteristics, and droplet
diameter definition �9�. The fog nozzles create a large number of
small droplets of varying size ��50 microns in diameter�, which
evaporate as they flow through the gas turbine intake system. A
large gas turbine can have an array of several hundred nozzles.
Demineralized water is necessary to minimize the potential for
compressor blade fouling and hot gas path corrosion that can re-
sult from minerals naturally present in untreated water.

Climatic and Psychrometric Aspects of Inlet Fogging
The main obstacle faced by gas turbine users who wish to

evaluate benefits of the fogging approach is the unavailability of
easy-to-use climatic data. The obstacle comprises of two factors:

�1� Operators cannot easily locate the appropriate weather data
for their site. Much of the available data at a plant site may
be based on average data points with no representation of
the values of coincident dry- and wet-bulb temperatures.
This type of data is invaluable when evaluating any evapo-
rative cooling solution.

�2� Even when some appropriate data is available, additional
data processing is essential before any meaningful estimate
can be made of cooling potential.

Modeling of Climatic Data. There are numerous problems
when modeling climatic data, several of which derive from the
concept of “averaging” of data. The averaging of data can under-
estimate the cooling potential because the highest relative humid-
ity conditions, in practice, are never coincident with high dry-bulb
temperatures. Relative humidity has a marked systematic diurnal
variation opposite to the temperature. The moisture-holding ca-
pacity of air depends on its temperature, with warmer air being
capable of holding more moisture than the cooler air. The relative
humidity is typically high during the cool morning and evening
hours and low during the hot afternoon hours. Actual data taken
from a “hot and humid” site offshore of the United Arab Emirates,
shown in Fig. 3, clearly indicates the spread between the dry-bulb
and wet-bulb temperatures, which determines the evaporative
cooling potential. Detailed climatic studies using the concept of
ECDH of several hundred sites within the U.S. and around the
world have been analyzed by Chaker et al. �10,11�. These studies
indicated that there is a considerable amount of evaporative cool-
ing potential available throughout the world, even in very humid
locations, that would not be traditionally considered as candidate
sites for evaporative cooling. There are many fog systems cur-
rently in use in the Southeast Asia, the Far East, and other hot and
humid locations around the world.

Concept of Equivalent Cooling Degree Hours. The term
equivalent cooling degree hours �ECDH�, defined as the amount
of evaporative cooling available in terms of degree hours, is an
important approach in evaluating the effectiveness of fogging. The
ECDH is the Wet-Bulb Depression �WBD� multiplied by the num-
ber of hours that this WBD occurs. The WBD is the difference

Fig. 1 Effect of ambient temperature on the performance of
gas turbines †2‡

Fig. 2 Power boost versus amount of inlet air cooling †10‡
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between the Dry-Bulb Temperature �DBT� and the Wet-Bulb Tem-
perature �WBT�. WBT is calculated from measured DBT and RH
or Dew Point Temperature �DPT�. The conversion may be done
using an empirical equation or commercially available computer
programs. Useful conversion equations may be found in the
ASHRAE fundamental handbook �12�.

The ECDH concept is important when using a fogging system
to cool the air down to the wet-bulb temperature. However, icing
formation at the compressor bellmouth becomes an issue when
using fogging �or overspray�. Consequently, the ECDH calcula-
tions should take into account the number of hours during the year
that the system can operate without posing an icing risk. The
value of the static temperature depression, which occurs at the
compressor bellmouth because of airflow acceleration, depends on
the gas turbine type and consequently the appropriate value of
minimum wet-bulb temperature �MWBT� needs to be applied.

The static temperature depression can be calculated using the
following equation: �T=V2 /2Cp, where V is the airflow velocity
at compressor bellmouth inlet and Cp is the constant pressure
specific heat of air and can be taken equal to 1004 J /kg K.

For some gas turbines such as aeroderivative and some ad-
vanced technology gas turbines, the airflow velocity at the com-
pressor bellmouth may reach 175 m/s, leading to a static tempera-
ture depression of 15°C. Table 1 summarizes the number of
ECDH as well as the corresponding number of hours that the
MWBT is above 7.2°C �45°F� for representative locations world-
wide. The ECDH number can be used to calculate the power boost
in kWh �power boost � ECDH number expressed in °C h multi-
plied by the expected boost of kW/ °C�. On the other hand, look-
ing at the number of hours that are available in a year for a
MWBT of 7.2°C one can see the advantage of using overspray

while avoiding the icing risk at the compressor bellmouth. Con-
sequently, from the table, we can see that, in Bombay, India, over-
spray may be used for 8754 h out of the 8760 yearly hours with-
out icing risk, while this number is reduced to 6277 h for
Shanghai, China. Of course, the number of operating hours with
overspray is reduced when using a gas turbine with higher airflow
velocities at the compressor bellmouth, which leads to higher
MWBT values �15°C for example, as it is the case with aero-
derivative gas turbines�.

Two types of sources of weather data are available: the first one
is commercial and can be obtained from the National Climatic
Data Center �NCDC� or other sources that publish climatic data
on compact disks. The second is data collected directly from sites.
If the second source of data is used, it is very important to ensure
that coincident ambient data is recorded.

As can be seen in Table 1, even locations commonly considered
“humid” such as Miami, FL, Belem, Brazil, Bangkok, Thailand,
and Bombay, India, have times in a year when evaporative cooling
can be applied. If additional power boost is required, overspray
may have to be considered. In locations considered “dry,” such as
Bakersfield, CA, Shanghai, China, and Sevilla, Spain significant
cooling potential exists, and if needed, over-spray may be used on
a limited basis.

Psychrometrics of Inlet Fogging. A psychrometric chart
shown in Fig. 4 is used to illustrate a method to estimate the
amount of cooling water required for a gas turbine with airflow
capacity of 200 kg/s. The following ambient conditions are used:
35°C �96°F� DBT, 43% RH. First, find the ambient condition on
the psychrometric chart �Start Point ❶ in Fig. 4�. The moisture
content at this condition is 15.1 gr of H2O/kg of dry air. Assume
that the air is cooled to the ambient wet bulb condition �100% RH
as the ending condition�. Proceed left up the constant wet-bulb
temperature line until saturation is achieved �finish Point ❷ in Fig.
4�. The moisture content corresponding to this condition is 19.6 gr
of H2O/kg of dry air. Therefore, the amount of moisture to be
added to the air stream to achieve the wet-bulb temperature
�WBT� is 4.5 gr of H2O/kg of dry air. Thus, the theoretical
amount of water required to cool 200 kg/s air by 10.5°C is
5.4 li /min.

Behavior and Dynamics of Fog Droplets
The reason for injecting water droplets is to increase the rela-

tive humidity of the airflow by evaporation of the droplets, which
in turn leads to a decrease in the air temperature resulting in an
increase in the air mass flow rate due to increased air density.
While this may intuitively seem to be a simple matter, there are
several interacting factors that define the success and efficiency of
this evaporation process.

A complete understanding of the atomization process is critical
for the analysis of the droplets size distribution produced by a fog

Fig. 3 Variations of site ambient condition in a day †11‡

Table 1 ECDH„°C h… and number of hours „MWBT>7.2°C…

Location Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Ann

Thailand, ECDH 3580 3103 3316 3347 2939 2770 2813 2768 2301 2425 2971 3617 35951
Bangkok Hours 744 672 744 720 740 720 704 744 720 744 8722
USA �FL�, ECDH 1969 2044 2577 2783 2892 2277 2462 2399 2135 2209 2028 1973 27749
Miami, Hours 723 656 736 719 742 720 744 708 685 744 720 725 8623
Brazil, ECDH 1239 957 1057 1057 1385 1715 1871 1960 1906 1911 1859 1625 18543
Belem, Hours 744 672 744 720 744 720 744 718 714 744 720 744 8727
Bombay, ECDH 4195 4125 4225 3305 3268 2257 1526 1506 1750 3108 4185 4398 37848
India, Hours 744 673 744 720 742 719 743 743 720 744 720 744 8754
China, ECDH 263 383 930 1695 2058 1624 1855 1926 1901 2019 1472 669 16794
Shanghai, Hours 67 92 316 652 742 720 743 739 723 734 530 219 6277
USA �CA�, ECDH 2064 3386 4906 7657 10873 13138 14442 13565 11235 8860 4459 2227 96812
Bakers Field, Hours 357 486 629 675 734 720 744 738 709 724 544 323 7382
Spain, ECDH 1272 1463 2528 2812 3684 4460 5879 5653 4589 3103 1893 1298 38633
Sevilla, Hours 449 491 646 684 739 720 744 744 720 738 638 535 7850
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nozzle. Droplet mean size, size distribution patterns and penetra-
tion of the droplets in the plume for a given cone angle, are
important parameters. Many variables �such as the properties of
the water, the geometries of the nozzle, and consequently the
spray angle, pressure applied on the liquid and the air flow veloc-
ity� can significantly influence the results of the fogging process.

The accuracy and approach used for droplets size measurement
is critical for gas turbine fogging applications. Different tech-
niques exist to measure droplets size, including �1� a light scatter-
ing technique and �2� imaging with a high speed video camera.
Light scattering techniques utilize two approaches: The first tech-
nique is a spatial technique �utilizing Malvern Spraytec equip-
ment�, which allows the sampling of a large number of droplets in
a given volume. This technique is more appropriate when sam-
pling is done in a high-density spray and with a small distance
between the measurement position and the droplet sizing system
detectors. The second approach is a temporal technique utilizing a
Phase Doppler Particle Analyzer �PDPA�. The PDPA samples and
counts individual droplet passing through the sampling volume.
This technique is more appropriate when sampling is done in a
low-density spray and where there is a relatively large distance
between the measurement position and the droplet sizing system
detectors. Further details on droplets size measurement techniques
are provided by Le Coz �13�.

In a typical evaporative fogging system, droplets travel at the
velocity of airflow and typically spend around one to two seconds
between the inlet air filter and the compressor inlet. It is important
that the size of the droplets is small enough for evaporation to take
place in the short residence time available. If the size of droplets
is too large, then the droplets would not fully evaporate, resulting
in an undersaturated condition. Therefore, to attain wet-bulb tem-
perature at the compressor inlet, a larger quantity of water �than
required for saturation� would have to be injected. The combina-
tion of a larger quantity of water coupled with larger droplets sizes
may lead to erosion of the compressor blades. Thus, a small size
of the droplets injected with airflow in the gas turbine inlet air
duct is critical.

Even small differences in the size of droplets has significant
implications. For example, consider two situations with droplets
diameters of 20 and 30 microns, respectively. Compared to the
smaller and more desirable droplets of 20 microns, the larger �30
microns� size droplets will have �1� 3 to 4 times the mass and

force of impact �higher erosion potential�; �2� 33% lower surface
area/unit volume �lower evaporation efficiency, since evaporation
occurs at the droplets’ air interface�; �3� a two times faster fall rate
�higher water drain amount�. A discussion of the important param-
eters in evaluating a fogging nozzle’s atomizing performance is
presented by Mahapatra and Gilstrap �14�.

Nozzle Types. There are two types of nozzles commonly em-
ployed in the industry, as shown in Fig. 5. The swirl jet design
nozzle �see Figs. 5�a� and 5�c�� is one in which high pressure
water is tangentially forced into a swirl chamber and then dis-
charged through a cylindrical hole concentric to the swirl cham-
ber. The discharged water is in the form of an axisymmetric thin
conical sheet that forms ligaments and small droplets. The impac-
tion pin nozzle �see Figs. 5�b� and 5�d�� utilizes high-pressure
water forced with high velocity through a smooth orifice that hits
an impaction pin, located above the jet. This results in the forma-
tion of a thin sheet of water in a conical shape �15�. As the water
leaves the orifice, the water sheet becomes unstable and disinte-
grates into small thread ligaments and subsequently into billions
of small size droplets. Air assisted nozzles have also been used on
a limited basis for inlet fogging though swirl and impaction pin
designs are the most prevalent.

Based on the recent comprehensive experimental study to
evaluate comparative performance of the two types of nozzles at
varying operating pressures �20.7 to 207 barg, or 300 to
3000 psig� and an airflow velocity of 15.2 m/s �50 ft/ s�, some
interesting results were obtained �16�. Droplets sizes obtained
with an impaction pin nozzle were found to be significantly lower,
even with higher flow rates than a comparative swirl jet nozzle.
Smaller droplets sizes are associated with a higher value of the
Weber number, where the Weber number is defined as the ratio of

Fig. 4 Psychrometrics of inlet fogging

Fig. 5 „a… Swirl nozzle „b… impaction pin nozzle; plume char-
acteristics at operating pressure of 138 barg „2000 psig…: „c…
swirl jet nozzle and „d… impaction pin nozzle †16‡
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aerodynamic and surface tension forces. With impaction pin
nozzle designs, the Weber number effect results in a higher sec-
ondary breakup of the larger size droplets. A more detailed dis-
cussion on the secondary breakup of liquid droplets can be found
in the work of Pitch and Erdman �17�. A visual examination of the
plumes for the two nozzle types shows a straight edge of the cone
for swirl jet nozzle, which indicates high momentum and conse-
quently larger size droplets �Fig. 5�c��.

Schick and Knasiak �18� conducted an experimental investiga-
tion to understand characteristics of the two types of nozzles and
examined differences in various parameters of interests, including,
spray angle, flow rate, volume flux, median volume diameter, Sau-
ter mean diameter, average flow velocity, and root-mean-square
flow velocity. Their study indicated a wider spray pattern and slow
velocity field, which are indicative of better mixing, with a swirl
nozzle compared to the impaction pin nozzle. It is important to
note, however, that evaporation efficiency is influenced more by
the droplets size than the mixing effect. This study, like many
others, agrees that the impaction pin nozzle provides lower size
droplets than the swirl nozzle design.

Close-up, and high-speed photographs of the nozzle spray
plumes �see Fig. 6� were taken in order to better understand plume
formation and an atomization process for an impaction pin nozzle.
A properly designed impaction pin nozzle splits the water jet
when it impinges on the sharp tip of the pin, and a thin conical
shaped sheet of water is formed. The water sheet thins as it ex-
pands and then breaks apart into small size droplets. Breakup
occurs when the aerodynamic forces, which result from turbu-
lence caused by the extremely high velocity of the sheet, over-
come the surface tension of the water.

Heat and Mass Transfer of Droplets—Analytical Model. In
an effort to understand the behavior of fog droplets emanating
from a nozzle or set of nozzles, results of a simplified analytical
model of heat and mass transfer for an individual droplet were
recently presented showing transient behavior of a droplet and its
interaction to the surrounding air conditions as it reaches satura-
tion within a limited volume �16�. Transient behaviors of 20 �m
and 50 �m droplets under the same starting ambient air condi-
tions �30°C and 20% RH� with an active radius �RA� of 81 are
shown in Figs. 7�a� and 7�b�, respectively. Whereas, Figs. 7�c� and
7�d� show transient behavior of 20 �m and 50 �m droplets under
the starting ambient conditions of 30°C and 60% RH with a RA
of 108, respectively. Note that the active radius of the droplet, RA,
defines the volume around the droplet for which saturation condi-
tions are being calculated. A longer evaporation time for larger
size droplets is quite evident. The results presented in Fig. 7 also
show how droplet size reduces as the evaporation process
progresses. A further examination of the effects of change in the

values of RH and RA showed a reduced evaporation rate with
increased values of RH and RA. This simplified model concurs
with the findings in the field �15�.

The effect of water temperature on droplet evaporation, within
the range of water temperature used in gas turbine inlet air fog-
ging systems, is negligible. Due to the tiny size of droplets after
atomization, the temperature of droplets will converge in few mil-
liseconds to the wet-bulb temperature, regardless of the original
water temperature �within the range used�.

The above discussion of heat and mass transfer effects is for a
single droplet. However, in the real world there exists a mixture of
droplets sizes with some droplets larger than 30 microns. In such
a situation, smaller droplets will evaporate first, increasing the
local relative humidity and making it even more difficult for the
larger droplets to evaporate, thus posing a bigger risk for blade
erosion should they be ingested into the compressor.

Factors Affecting Droplet Size—Experimental Results. Fac-
tors that determine droplets size include: �a� airflow velocity dur-
ing the droplets size measurement; �b� position of measurement
�viz., at the center, or edge of the plume�; �c� ambient conditions
around the droplet; �d� water characteristics—the difference in
liquid characteristics �density, viscosity, and surface tension� due
to the presence of foreign matter, and the ambient conditions may
also account for some differences in droplets size distribution. The
variations of droplets size as a function of airflow velocity and
position of measurement, including different definitions of droplet
size at an ambient condition of 30°C and 40% RH for an impac-
tion pin nozzle, are shown in Fig. 8. Similar trends have been
observed for a swirl type nozzle �15�.

Effects of Operating Pressure and Position of Measurement
in the Plume on the Droplet Size. As can be seen in Figs. 9 and
10, the droplets size decrease with an increase in operating pres-
sure. This observed decrease in droplet size is quantitatively more
at a low operating pressure up to 138 barg and becomes insignifi-
cant when the operating pressures increase from 138 to 207 barg.
It can also be seen that the droplets size in the center of the plume
is smaller �by 2 to 8 microns� than at its edge. This is due to the
fact that as the droplets leave the tip of the nozzles at high veloc-
ity, the induced airflow creates a draught toward the center of the
plume. This draught carries the smallest droplets to the center of
the plume. It is important to note from Figs. 9 and 10 that the
droplets sizes are consistently smaller for an impaction pin nozzle
under all operating pressures and position of measurements.

Effect of Distance of Measurement and Flow Rate on the
Droplet Size. Independent of nozzle type, an increase in the water
flow rate by modifying the nozzle configuration �for example,
increasing the orifice size of a nozzle� and keeping the other ex-
perimental parameters constant, will lead to an increase in drop-
lets size. This is due to the modification in parameters governing
the process of atomization such as increase in the thickness of the
water sheet, or due to coalescence between droplets after the at-
omization process. The effects of coalescence on droplets size for
an impaction pin and swirl jet nozzles are shown in Figs. 11 and
12, respectively. The experiments were done by taking measure-
ments at different distances from the nozzle tip up to 30 cm, and
by saturating the air in the measurement volume in order to neu-
tralize the effect of evaporation. This effect is shown for the two
typical airflow velocities �2.5 and 12.7 m/s, which are commonly
experienced in the field for evaporative and overspray systems,
respectively�. The data presented in Figs. 11 and 12 for airflow
velocity of 2.5 m/s is based on the experimental work of Chaker

Fig. 6 Close-up picture of nozzle spray plumes operating at
138 barg †15‡
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and Kippax �19�. Dv90 and D32 droplets diameters are used to
quantify the effects of coalescence.

In both figures �Figs. 11 and 12�, one can see that the coales-
cence effect is higher at a low airflow velocity. The difference in
the droplets size is small close to the nozzle exit �in the order of
one micron for D32 and two microns for Dv90� and increases with
the measurement distance from the nozzle reaching 5 microns for
D32 and 10 microns for Dv90.

As shown in Fig. 11 with a water flow rate of 11.5 l /h at
207 barg for the impaction pin nozzle, the major increase in drop-
lets size due to coalescence occurs in the first 10 cm, while in Fig.
12 with a water flow rate of 16.5 l /h at 207 barg, this increase
does not seem to be attenuated, especially for Dv90. Consequently,
when characterizing a nozzle, it is important to measure the drop-
lets size at a distance sufficiently far from the nozzle at which the
coalescence effect is attenuated.

The coalescence effect depicted in Figs. 11 and 12 is due to the
high probability of collisions between droplets in the plume cone
angle, as this is a high density region. As expected, the increase in

Fig. 7 „a… Interaction of droplet to surrounding air condition „30°C and 20% RH…—Starting droplet size 20
microns; „b… Interaction of droplet to surrounding air condition „30°C and 20% RH…—starting droplet size 50
microns; „c… interaction of droplet to surrounding air condition „30°C and 60% RH…—starting droplet size 20
microns; „d… iinteraction of droplet to surrounding air condition „30°C and 60% RH…—starting droplet size 50
microns †16‡

Fig. 8 Variation of droplet size as a function of airflow velocity
„measurements taken at 7.6 cm from the nozzle orifice… †15‡
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droplet size due to coalescence is higher in Fig. 12 compared to
that in Fig. 11 since the density of droplets at the plume cone
angle of the swirl type nozzle is higher than that for the impaction
pin nozzle.

As shown by Schick and Knasiak �18�, atomization from im-
paction pin nozzles, in general, results in smaller droplets sizes

than atomization from swirl jet nozzles under the same experi-
mental conditions. Because of the variance in designs of available
impaction pin and swirl jet nozzles, the nozzle should be fully
tested for any evaluation. As can be seen in Figs. 11 and 12, size
of droplets increase with the increase of distance between the
nozzle tip and the measurement position. This may be due to two
effects. The first is the coalescence effect between droplets and the
second is the relatively fast evaporation of smallest droplets in the
spray. Close to the nozzle exit where the density of droplets is
very high, the increase in droplets size is due essentially to coa-
lescence. With an increase in distance from the nozzle, the plume
expands and coalescence decreases, and the effect of evaporation
of the smaller droplets on the increase in droplets size becomes
more important. To quantify each effect, experimental studies on
impaction pin nozzles by Chaker et al. �15� at ambient conditions
and using saturated air showed that for the nozzles tested coales-
cence was preponderant for a distance of 20 cm from the nozzle.

Effects of Gas Turbine Inlet Configuration and Nozzle
Characteristics on Fogging

Inlet Configurations. Gas turbine inlet systems come in a wide
variety of configurations and shapes. Some of the complexities
associated with inlet systems that have to be addressed include the
following:

• multiple side entry configurations – two or three side entry
configurations where the nozzle manifolds have to be ar-
ranged to ensure uniform coverage, as shown in Fig. 13;

• configurations with extremely steep curved roofs that re-
quire progressive angular changes in the nozzle angles to
minimize roof wetting;

Fig. 9 Variation of droplets size in the center and at the edge
of the plume as function of the applied pressure

Fig. 10 Variation of droplets size in the center and at the edge
of the plume as a function of the applied pressure

Fig. 11 Effect on droplet size of distance between the nozzle
tip and the measurement position for impaction pin nozzles
†19‡

Fig. 12 Effect on droplets size of distance between the nozzle
tip and the measurement position for swirl jet nozzles †19‡
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• for short duct configurations, where residence time is mini-
mal, special patterns of the fog nozzles may have to be used
to optimize the flow. In most cases, horizontal spray nozzle
manifolds are used, whereas, nozzle manifolds may have to
be vertically oriented �often used in filter systems with
three-sided entry� to allow nozzle angular changes to be
made in a vertical plane. With some extreme short duct situ-
ations, duct extensions may have to be provided to achieve
an adequate evaporative residence time.

• complexities relating to unusual obstructions in the duct.

Due to the wide range of the intake duct configurations, the
optimization of nozzle locations, orientation, and drain system
design are often based on both modeling and experience, and in
certain situations, with a systematic CFD analysis as discussed by
Hoffmann �20�.

Nozzle Locations. Various alternatives for locating the nozzle
array/manifold are possible, namely, downstream of the inlet air
filtration system and between the silencers and trash screens. The
decision of where to locate the nozzle arrays depends on several
factors, including installation related downtime, desire for over-
spray, existing inlet duct design, overall system’s cost, and the fog
droplets residence time. Among different available options, the
nozzle manifold located upstream of the silencers and in the near
vicinity of inlet air filters provides more residence time and is
advantageous for evaporative fogging �21�. To avoid any possibil-
ity of foreign object damage, the nozzle manifolds must always be
installed upstream of the trash screens. In certain installations in-
volving large heavy-duty gas turbines, two nozzle manifolds may
be required: one downstream of the inlet air filters for evaporative
fogging and one closer to the compressor inlet for overspray �see
Fig. 14�.

Residence time is an important consideration that must be care-
fully evaluated. Typically, fog droplets attain the airflow velocity
in a few milliseconds due to the large drag forces. As shown in
Fig. 15, the response time for fog droplets to attain air-stream
velocity is a function of their size �16�.

Selecting and designing a fogging system is an art and involves
CFD analysis coupled with past experience and visual observa-
tions. As shown in Fig. 16, there are, in general, three positions in
the gas turbine duct where nozzle manifolds could be installed

• Zone 1: Close to the inlet filter housing after the filters
where the airflow velocity is around 2.5 m/s �500 fpm� with
a residence time for the droplets of approximately 1 s. This
position is commonly used for evaporative fogging applica-
tions.

• Zone 2: Downstream of the silencer where the velocity is

about 12.7 m/s �2500 fpm�. This position is also used for
evaporative fogging and for combined overspray fogging.
The residence time is in the order of 0.4 s.

• Zone 3: In the duct close to the axial compressor inlet,
which is the typical overspray installation, where the resi-
dence time will be of the order of 0.2 s. The velocity here
would also be close to 12.7 m/s �2500 fpm�.

The position of the nozzles manifold in the duct should be
chosen with care considering the tradeoff between the spectrum of
droplets sizes generated and residence time. Installing the fog
manifold close to the inlet filter housing �zone 1�, as shown in Fig.
16, where the airflow velocity is low, results in a longer residence
time and, therefore, a better evaporative cooling efficiency. How-
ever, the fog spray is polydispersed and the penetration velocity of
the bigger droplets emitted from the nozzle orifice is higher than
the penetration velocity of the smaller ones; consequently, colli-
sion and coalescence of droplets occur.

By installing the nozzle manifold downstream of the silencer
�zone 2 as shown in Fig. 16�, the coalescence effect is reduced
significantly due to the change in shear conditions at the nozzle,
leading to increased breakup of droplets at higher flow rates and
to the fast response time of the smallest droplets to the high air-
flow velocity. Large and small droplets are separated into different
flow paths, and their collisions are greatly reduced, leading to
minimization of the coalescence effect and consequently having
small droplets sizes that can evaporate within the allowed resi-
dence time.

A typical impaction pin nozzle that produces a Dv90 of 25 mi-
crons at the lower airflow velocity near the air-filter house will
produce a Dv90 of around 19 microns in the higher airflow veloc-

Fig. 13 V-shaped duct configuration requiring a special
V-shaped fog nozzle array

Fig. 14 Nozzle array mounted in the inlet duct of Alstom GT24
gas turbine—a view looking into the intake cone „courtesy
Caldwell Energy & Environmental, Inc.…

Fig. 15 Response time of droplets to attain airstream velocity
as a function of droplet size †16‡
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ity that exists downstream of the silencer. By installing the
nozzles manifold downstream of the silencer, the residence time
of the droplets in the duct is also reduced, typically from 1 to just
0.4 s.

Considering the above presented discussion, the position of the
nozzle manifold in the duct should be chosen by taking into ac-
count the tradeoff of droplets size and residence time in the duct.
Since all the droplets are small enough to rapidly attain the veloc-
ity of the airflow, the effect of the water flow velocity itself on the
evaporation rate for droplets with sizes as small as the size atom-
ized from the impaction pin nozzles is negligible. A more careful
analysis should be done when using nozzles that generate larger
size droplets in order to protect gas turbine components and to
achieve the expected cooling system efficiency.

Nozzle Orientation and Fog Distribution. The fundamental
reason for evaluating nozzle orientation and fog distribution is to
obtain uniform droplets distribution in the intake duct. The value
of the nozzle orientation angle chosen depends on factors such as
airflow velocity, distance between nozzle arrays, operating pres-
sure, duct wall and roof shape constraints, and duct geometry.

Several studies have been done by CFD modeling and then
empirically verified using wind tunnel tests to visually see and
optimize the nozzle layouts. The nozzle flow angle may vary be-
tween 0 deg �coflow; see Fig. 17�a�� and 90 deg �perpendicular to
the flow; see Fig. 17�b��. The 90 deg orientation can be used when
the plume does not interact with the duct walls or other nozzle
arrays. At 90 deg orientation of fog nozzles, the increased angle
provides a marginally longer residence time and slightly better
mixing as compared to the coflow position. Furthermore, at
90 deg, the relative velocity between the droplets and the airflow
is slightly higher than the coflow position. When the nozzle mani-

fold is installed in a high airflow velocity zone �For example,
downstream of the silencer�, the Weber number may become suf-
ficiently large to initiate a secondary breakup of the biggest drop-
lets in the spray �22�.

Experimental studies have been conducted to study the effect of
nozzle angle with respect to the airflow �16�. The plume diameter
stays relatively constant in the axial length. This is an advantage
when the distance between the nozzles is not too large, as it pro-
vides a homogeneous pattern across the duct. However, in a case
of large spacing between nozzles, the 90 deg position may be
advantageous because the plume diameter is much larger and con-
sequently covers more duct volume. Care must be taken that the
airflow does not blow the fog back onto the manifold tube, where
it can coalesce and form larger droplets. This can be a problem
near the air filter house, where airflow is not always axial to the
inlet duct.

Droplet to droplet coalescence will most probably not occur in
the region where the plumes intersect, as at this location, the den-
sity of the droplets is much less than at a point close to the nozzle
efflux. Droplet to droplet coalescence and the resulting formation
of larger droplets can be significantly higher close to the orifice,
where population of droplets is very dense and different sized
droplets are moving at different velocities. Coalescence stops
within 30 cm �1 ft� from the orifice for most inlet fogging
nozzles.

It is important to understand the velocity and pressure profiles
of the airflow in the intake duct and recognize that certain areas
will have accelerated flow and decreasing pressure due to duct
bends. Nozzles have to be specially oriented to accommodate
these airflow patterns.

Fig. 16 Optimization of nozzle manifold position based on droplets size as a function of
airflow velocity, and evaporation efficiency as a function of residence time
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Number of Nozzles and Nozzle Pattern. The number of
nozzles should be appropriate to provide uniform fogging in the
gas turbine inlet duct. There is a tradeoff between the nozzle flow
rate, number of nozzles, and associated airflow pressure drop.
Having a smaller number of higher flow rate nozzles can result in
a larger separation of plumes and less homogeneity in the fog
distribution. Furthermore, nozzles with a high flow rate capacity
often produce larger size droplets. In addition, fewer nozzles will
worsen the compressor inlet temperature distribution during the
part-load operating condition.

To give a feel for a typical number of nozzles, a total of 1120

nozzles were used in an installation consisting of a heavy-duty GE
7FA gas turbine �21�. The nozzle pattern itself should be such as
to cover the maximum inlet duct area to avoid supersaturation in
certain regions and undersaturation and coalescence in the others.
Trewin �23� has discussed practical issues related to nozzle loca-
tions such as to maximize reduction in the average temperature
and to minimize variations of local temperatures at the compres-
sor inlet due to fogging effects.

Concluding Remarks
The inlet evaporative fogging of gas turbines has become a

popular power augmentation technique due to its low first cost and
simplicity. In this paper we have provided a comprehensive over-
view of the evaporative fogging technology covering climatic as-
pects, nozzle characteristics, and droplets dynamics in the gas
turbine intake duct system. Practical considerations relating to the
placement of fog nozzles in the intake duct system have been
covered and experimental data reviewed. A treatment of overspray
is provided in Part II of this paper, and Part III covers practical
considerations and operational experiences.
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Nomenclature
Cp � constant pressure specific heat �J kg−1°C−1�

CIT � compressor inlet temperature �°C�
DBT � dry-bulb temperature �°C�
DPT � dew point temperature �°C�

Dd � droplet diameter �micrometer�
Dv90 � droplet size number �micrometer�
D32 � Sauter mean diameter �micrometer�

E � evaporative cooling efficiency �effectiveness�
�T � static temperature depression �°C�

ECDH � equivalent cooling degrees hours �°C h�
HR � heat rate �kJ/kWh�

MWBT � minimum wet-bulb temperature �°C�
RA � active radius of the droplet �micrometer�
RH � relative humidity �%�

T � temperature �°C�
Ta � ambient temperature �°C�

T_Amb � ambient temperature �°C�
V � airflow velocity �m s−1�

WBT � wet-bulb temperature �°C�
WBD � wet-bulb depression �DBT- coincident WBT�

�°C�

Acronyms
HRSG � heat recovery steam generator
PDPA � phase doppler particle analyzer
TWh � terrawatt hours
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Gas Turbine Fogging Technology:
A State-of-the-Art Review—Part
II: Overspray Fogging—Analytical
and Experimental Aspects
The strong influence of ambient temperature on the output and heat rate on a gas turbine
has popularized the application of inlet fogging and overspray for power augmentation.
One of the main advantages of overspray fogging is that it enhances power output as a
result of decrease in compression work associated with the continuous evaporation of
water within the compressor due to fog intercooling. A comprehensive review on the
current understanding of the analytical and experimental aspects of overspray fogging
technology as applied to gas turbines is presented in this paper.
�DOI: 10.1115/1.2364004�

Keywords: power augmentation, overspray, high fogging, wet compression, compressor
performance

Introduction
Ambient temperature strongly influences gas turbine perfor-

mance with power output dropping by approximately 0.50–0.90%
for every 1 °C of temperature rise. There is also a significant
increase in the gas turbine heat rate as the ambient temperature
rises, resulting in an increased operating cost. As the increase in
power demand often coincides with high ambient temperatures,
evaporative fogging has become a popular approach for cooling of
the inlet air during the hot part of the day when the coincident
relative humidity is typically low. Theoretical and experimental
aspects relating to inlet evaporative fogging have been covered in
Part I �1� of this three-part paper.

Evaporative fogging, however, tends to become ineffective as
the relative humidity increases resulting in a low temperature de-
pression. In situations such as these, overspray fogging where a
deliberate introduction of fine fog droplets into the axial flow
compressor provides an intercooling effect reducing compressor
work and providing significant power augmentation and heat rate
reduction. Several major gas turbine original equipment manufac-
turers �OEMs� offer overspray technology for their gas turbines
and have active research programs underway in this area. The
main objective of this paper is to provide a comprehensive review
of the work accomplished as of this date in the area of overspray
fogging and discuss both theoretical and practical issues that must
be considered during the design and implementation of overspray
systems. Additional practical considerations and operational expe-

riences with inlet fogging systems have been presented in Part III
�2� of this paper. In addition to discussing current status of re-
search and development efforts in the subject area, a list of unre-
solved issues and future needs is also presented in this paper.

Overspray Fogging
Overspray fogging �also referred to as high fogging, wet com-

pression, and fog intercooling� is derived by the deliberate intro-
duction of fog droplets into an axial flow compressor of a gas
turbine. The compressor of a gas turbine consumes a considerable
amount of the gross work produced by the gas turbine �two-thirds
or more for older machines� as is evident from Fig. 1 which shows
compressor work input ratio �W_C� for a wide range of old and
new technology turbines. Whereas, the compressor work input
ratio is defined as the compressor work divided by the total work
produced by the turbine. One of the main advantages of overspray
fogging is that it enhances power output as a result of decrease in
compression work associated with the continuous evaporation of
water within the compressor. Other factors which contribute to
power augmentation are: �1� increased flow rate through the tur-
bine and �2� increase in specific heat capacity of the fluid mixture
flowing through the turbine. For most applications, the amount of
overspray is in the range of 0.5–1% of the air mass flow rate of
the gas turbine.

Nozzle Location for Overspray Fogging. It is commonly ac-
cepted that overspray fogging nozzles should be located relatively
close to the axial compressor inlet to prevent large size droplets
accumulated on the duct walls from entering in the compressor
and causing damage to the blades. In most commercial applica-
tions, the nozzle array is located in the downflow section of the
duct downstream of silencer prior to the compressor inlet bell
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mouth or intake cone in case of cold-end drive machines. Further
details relating to the placement of fog nozzles are presented in
Part I �1� of this paper.

The concept of overspray �wet compression� is as old as devel-
opment of propulsion gas turbines as is evident from the work of
Kleinschmidt in the late 1940s �3�. Kleinschmidt noted that wet
compression was more effective in improving gas turbine cycle
performance than with traditional compressor intercooling �using
an external intercooler�. The reason for this, he argued, was that
the heat removed from the air was returned to the working fluid in
the form of steam. For a given value of turbine inlet temperature,
Kleinschmidt’s analysis further showed that the wet compression
not only increased cycle efficiency for a given pressure ratio but
also increased the cycle pressure ratio at which maximum effi-
ciency occurred. There is a lot of analytical and experimental
work reported on overspray fogging in the literature �3–18�, par-
ticularly, in the last five to six years.

Early work on wet compression was focused on the use of
water injection for thrust augmentation of aircraft engines. In the
early 1950s, a detailed procedure for estimating thrust augmenta-
tion of a turbojet engine with the help of a psychrometric chart
and Mollier diagram was presented by Wilcox and Trout �4�. The
analytical study of Wilcox and Trout showed the impact of factors
such as altitude, flight Mach number, and atmospheric temperature
on the thrust boost associated with water injection. Beede et al. �5�
experimentally examined the effects of water injection on the per-
formance of a double-entry centrifugal compressor. Their study
showed increase in total pressure ratio with an increased amount
of injected water.

In the early 1960s, Hill �6� presented a systematic aerothermo-
dynamic analysis procedure for evaluating the effects of water
injection on the performance characteristics of an axial compres-
sor and found good agreement with experimental results on
medium- and high-pressure ratio compressors of turboshaft en-
gines. For a given value of an evaporation parameter defined as
�w� /��, Hill noted that the amount of work reduction due to water
injection was not affected by the compressor pressure ratio. More-
over, stage work distribution was affected by the evaporation in-
side the compressor such that initial stages were found unloaded.
He further noted that the process of mixing and evaporation de-
pends more on the geometry and rotational speed of the compres-
sor than on the initial droplet sizes and their distribution. It is
highly likely that this conclusion could be due to the limited un-
derstanding of heat transfer effects, droplet measurement tech-
niques available at the time, and factors relating to the state of
fogging technology in the early 1960s. However, as will be pre-

sented in the later part of this paper, recent studies �1,7,8,10,11�
clearly show the importance of droplet size on the evaporation
process both upstream and within the compressor.

A thermodynamic analysis procedure for wet compression,
similar to the above discussed work of Hill, but including a dis-
cussion on droplet size, evaporation rate, evaporation time, and
the breakup of water droplets was recently presented by Zheng et
al. �7�. As shown by Zheng et al., pressure and temperature for the
wet compression process are related by the thermodynamic rela-
tion given below

p
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= � T
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�m/m−1

�1�
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The compressor work with wet compression can be calculated
using Eq. �4� given below �7�

Wc = �ha2 − ha1� + �w2hw2 − w1hw1� − �fhf1 �4�

In Eqs. �1�–�3�, m and k represent the polytropic and isentropic
exponents, respectively, for wet compression process, and n and �
represent polytropic and isentropic exponents, respectively, for
dry compression process. Variables L, R, and dw /dT represent
latent heat of vaporization, gas constant, and evaporation rate,
respectively. Subscripts 1 and 2 refer to compressor’s inlet and
discharge conditions, respectively. Subscripts a, w, and f refer to
air, steam �water vapor�, and water, respectively.

The thermodynamic analysis by Zheng et al. �7� showed that
the polytropic index of actual wet compression is lower than the
dry air compression process which results in reduced compressor
work, compressor discharge temperature, and increased compres-
sion efficiency with wet compression. For given values of com-
pression ratio and evaporation rate, it can be shown that the com-
pressor discharge temperature becomes less than even that for an
isentropic dry compression process �see Fig. 2�a��. The legends
t2di, t2d, t2wi, and t2w in Fig. 2�a� represent compressor dis-
charge temperature corresponding to dry-isentropic, dry, wet-
isentropic, and actual wet compression processes, respectively. It
was further shown that wet compression was more effective at
high values of compressor pressure ratio and that, for a given
value of pressure ratio and evaporation rate, compression work
can be lower than that required for the isentropic dry air compres-
sion as is evident from Fig. 2�b�. The legends wdi, wd, wwi, and
ww in Fig. 2�b� represent compression work corresponding to dry-
isentropic, dry, wet-isentropic, and actual wet compression pro-
cesses, respectively. While lacking a detailed explanation, Zheng
et al. noted that better evaporation could be achieved with smaller
droplets diameter.

A detailed analytical and experimental investigation of over-
spray using a 115 MW gas turbine �Hitachi Frame 9E� by Uta-
mura et al. �8� showed a 10% gain in power output and a 3%
increase in thermal efficiency with 1% overspray. Their simplified
model of droplets evaporation showed incomplete evaporation in-
side the 17-stage compressor for size of droplets larger than
30 �m. However, complete evaporation could be attained within
the compressor for size of droplets lower than 20 �m. A new
parameter, termed incremental efficiency, as a measure of wet
compression effectiveness and defined as the ratio of incremental
power to additional fuel consumption, was introduced and found
to be 10% higher than the thermal efficiency for the dry case and
independent of spray rate.

A linearized one-dimensional analysis of compressor off-design

Fig. 1 Compressor work input ratio „W_C… versus turbine inlet
temperature „TIT… for existing gas turbines „ambient condi-
tions: 40 °C and 40% RH…
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performance, with simplifying assumptions that the gas constant,
polytropic efficiency, and blade speed remain constant through
compressor in presence of overspray, was presented by Horlock
�9�. The values of constant pressure specific heat and polytropic
exponent were assumed to have a first order change due to evapo-
ration within the compressor. Also, the droplet temperature was
assumed not to change through compressor while estimating the
evaporation rate which implies neglecting the effect of convective
heat transfer from droplets and overestimating evaporation length
for a given droplet size.

A detailed study using two analytical models for overspray fog-
ging, considering the effects of compression rate, droplet size, and
polytropic efficiency on overall compressor performance, was re-
cently presented by Haertel and Pfeiffer �10�. In the first model
�termed ideal model�, the air-liquid mixture was assumed to be in
a thermodynamic equilibrium through the compression process.
This implies that the droplets are very small and that the compres-
sion rate does not affect thermodynamic changes. In the second

model �called droplet model�, the limitations of the ideal model
were addressed. Their analysis showed that the maximum spray
flow rate, which corresponds to complete saturation at the com-
pressor discharge for a given pressure ratio, depends on the pres-
sure ratio and polytropic efficiency and its value is higher for a
compressor with lower efficiency. The results further show that
difference in specific work reduction due to polytropic efficiency
change is insignificant for spray flow rates less than 2% �see Fig.
3�. It is possible that the negligible effect of polytropic efficiency
for spray flow rate less than 2% is due to the fact that stage
mismatching and associated aerodynamic losses are not
significant.

The effects of droplet size on compressor work ratio with a
compression rate of 870 bars/s �or pressure ratio of 30� for poly-
tropic efficiency values of 100% and 80%, based on the droplet
model of Haertel and Pfeiffer are shown in Figs. 4�a� and 4�b�,
respectively. It is evident that an increased specific work reduction
due to overspray fogging, for a given spray flow rate and droplet
size, can be achieved for a compressor with lower efficiency. Be-
cause of the fact that the models proposed by Haertel and Pfeiffer
did not consider effects of stage mismatching with high fogging,
there exists a possibility of overestimation of the reduction in
compressor specific work and discharge temperature drop.

A method combining droplet evaporation and mean-line com-
pressor performance to examine the effects of wet compression on
stage-by-stage performance was presented by White and Meacock
�11�. An evaluation of overall compressor performance character-
istics showed characteristics progressively moving to a higher
flow and pressure ratio with increasing water injection rate. The
increase in mass flow due to wet compression is due to the water
injected and also the cooling caused by an evaporation effect and
is therefore higher than the additional amount of injected water.
Furthermore, their analysis indicated a decrease in aerodynamic
efficiency as the injection rate increased which was mainly attrib-
uted to off-design operation of all the stages as seen in Fig. 5
which shows stage-by-stage normalized flow coefficient. Their
study clearly shows the unloading �increased flow coefficient
compared to the design value� of early stages and overloading
�decrease in flow coefficient� of later stages of a compressor.

Sexton and Sexton �12� conducted a parametric study on the
effects of evaporative and overspray fogging including stage-by-
stage performance on a 16-stage 19.8 pressure ratio compressor.
Their diffusion-controlled evaporation model assumes that each
droplet of water would be rapidly entrained in the air stream and
attains air velocity implying neglect of convective heat and mass
transfer effects. Their study shows higher performance gains for
combined effects of inlet evaporative and overspray fogging in
comparison to if the water is injected directly into the compressor
bell mouth.

Recently, a detailed thermodynamic analysis on the effects of

Fig. 2 „a… Effect of evaporation rate on compressor exit tem-
perature for wet compression process at a pressure ratio of 30
„see Ref. †7‡… and „b… effect of evaporation rate on compression
work for wet compression process at a pressure ratio of 30
„see Ref. †7‡…

Fig. 3 Effects of spray flow rate and polytropic efficiency „de-
noted by “n” in the legend… on specific work ratio for pressure
ratio of 30 „see Ref. †10‡…
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wet compression in a regenerative cycle gas turbine was presented
by Zheng et al. �13�. For a given value of compression pressure
ratio and turbine inlet temperature, specific power of a regenera-
tive gas turbine with wet compression almost doubles compared
to a simple cycle gas turbine. Also the cycle efficiency of a regen-
erative cycle with wet compression can be competitive with any
advanced combined cycle system.

Jolly �15� presented results of field experiences with overspray
on three gas turbines: GE Frame 6B, Siemen-Westinghouse
W501D5A, and Alstom GT-24. It was shown that an advanced
technology GT-24 requires relatively less water per unit power

gain compared to the other machines discussed. The field data
show a power boost in the amount of 5.64% for 1% overspray.
Jolly also noted that the payback period for a wet compression
system is less than half that of an inlet chiller system.

Li and Zheng �17,18� recently presented compressor stability
analysis in presence of wet compression and noted that in addition
to improving gas turbine performance, water injection stabilizes
aerodynamic instabilities in the compressor.

Another approach to wet compression, by using inter-stage wa-
ter injection, has also been examined �19,20�. Arsen’ev and Berk-
ovich �19� compared overall performance considering cases of
water injection in different stages including upstream of a com-
pressor and for a compressor modified for water injection effects.
Their study showed that water injection effects are improved if
water is injected within the compressor. The presented results sug-
gested an optimum compressor stage for water injection, as for the
configuration studied the performance improvement was higher
with water injected at the third stage.

Recently, Bagnoli et al. �21� investigated the effects of inter-
stage injection on the performance of a GE Frame 7EA gas tur-
bine using aerothermodynamic modeling. In addition to estimat-
ing the overall gas turbine performance changes achievable with
the interstage injection approach, the study presented impact of
interstage injection on stage-by-stage compressor performance
characteristics of the selected gas turbine. This study showed,
similar to the work of White and Meacock �11�, that various
stages in a compressor operate at off-design conditions and the
first few stages are unloaded and later stages are overloaded. An
increased amount of water injection results in the operating point
moving closer to the surge line in the 17th stage �see Fig. 6�, for
the modeled machine, suggesting that one has to be cautious in
selecting the water amount in case of both interstage injection and
overspray fogging.

Analytical studies on the effect of droplets on the blade surface
reveal requirements for very small size �1–5 �m� droplets �22�.
The use of swirl-flash technology, where pressurized hot water is
sprayed through a swirl nozzle, has demonstrated achieving drop-
lets of 2.2 �m in the laboratory. Swirl-Flash technology has been
applied on a number of gas turbines including a GE Frame 6,
Siemens V94.2, and an ABB 9D �22–24�. By using swirl nozzles
fed by high temperature pressurized water, droplets roughly ten
times smaller in diameter and a thousand times smaller in volume
and weight than the droplets from a normal swirl spray could be
achieved as reported by Liere et al. �24�. It was also shown that
approximately 14% power boost could be obtained for an ABB
9D gas turbine with 2% overspray injection rate. Compared to
inlet evaporative fogging, overspray has an advantage as it allows
the air to reach saturation in ambient conditions with high relative
humidity and low dry-bulb temperature due to the large quantity
of small size droplets in the spray which results in faster
evaporation.

In case droplets are not evaporated in the allowed time, they
may flow through the compressor and boost the power while
evaporating in the compressor. However, in order to maximize the
benefit of a fogging system, it is important to get as close as
possible to saturation at the compressor bell mouth. As an ex-
ample, the power boost achievable for a given ambient condition
�which requires 0.5% of water injection to achieve saturation at
the compressor inlet� under different amount of injected water for
selected gas turbines is shown in Fig. 7. It is evident from Fig. 7
that the power boost due to fog injected to saturate the air is
higher than the power boost due to overspray. For example, for
the ABB GT8C, the power boost up to the saturation point is 2.5%
for each 1% of water sprayed into the airflow. Whereas, the power
boost for GT8C is reduced to 1.25% for each 1% of injected water
with overspray.

Figure 8 shows the progressive boost in power with increase in
the amount of water sprayed with the inlet airflow for given am-

Fig. 4 „a… Effect of droplet size on specific work ratio „com-
pression rate 870 bars/s and polytropic efficiency 100%…; „b…
effect of droplet size on specific work ratio „compression rate
870 bars/s and polytropic efficiency 80%… „see Ref. †10‡…

Fig. 5 Stage flow coefficient relative to their design value—
effect of wet compression with 5 �m droplets „see Ref. †11‡…
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Fig. 6 „a… First stage performance maps and operating points with water injection „reference: ISO case…; „b… seventeenth
stage performance maps and operating points with water injection „reference: ISO case…; „c… first stage performance maps and
operating points with water injection „reference: HOT case…; „d… seventeenth stage performance maps and operating points
with water injection „reference: HOT case… „see Ref. †21‡…
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bient psychrometric conditions. The figure shows the step changes
in power output as the injected water flow is stepped up by the
activation of additional fog stages.

Ongoing Areas of Research
Issues that need to be researched in the area of overspray fog-

ging are common to the areas mentioned in part III of this paper.
Specific issues relating to overspray include:

• study of the interaction of water injection quantity and the
surge margin of the machine—this should be evaluated un-
der both new and deteriorated compressor conditions

• innovative thermodynamic cycles utilizing overspray
• special control systems to provide power during under-

frequency operation
• nozzle testing protocols and standardization
• special control issues relating to multispool gas turbines

Concluding Remarks
Overspray fogging is being applied to both new and existing

gas turbines with most OEMs working on ongoing implementa-
tion programs at this time. Several existing gas turbines users
utilize overspray as a means for augmenting power. This paper has
provided a review on the current understanding of analytical and
experimental aspects of overspray fogging technology including

some practical issues that are of importance. In general, most
machines operate with an overspray level not exceeding 2% of the
air mass flow but the limiting amount of injected water is machine
specific. There are several engineering issues that have to be ad-
dressed prior to the implementation of overspray including issues
relating to compressor inlet temperature profile distortion, tran-
sient effects, and reduction in the compressor’s operating surge
margin. Particular care should be taken of cooling air flows issues
as the compressor loading will change with overpsray which
could result in modified cooling flows due to a modified pressure
profile through the compressor. Several practical aspects relating
to these issues are covered in part III of this paper.

Nomenclature
CF* � corrected flow normalized to the design value
CS* � corrected speed normalized to the design value

dw /dT � evaporation rate �kg/K�
D � droplet diameter ��m�

DBT � dry-bulb temperature �°C�
n � compressor polytropic efficiency

PHI � flow coefficient �=Vx /U�
PHI* � design flow coefficient

pi � compressor pressure ratio
RH � relative humidity �%�
RA � active radius of the droplet
t2d � compressor discharge temperature-dry �K�

t2di � isentropic compressor discharge temperature-
dry �K�

t2w � compressor discharge temperature-wet �K�
t2wi � isentropic compressor discharge temperature

�K�
T2 � compressor discharge temperature �K�

TIT � turbine inlet temperature �°C�
U � blade velocity �m/s�
Vx � axial flow velocity �m/s�
w � vapor to air mass ratio

wd � compressor work-dry �kJ/kg�
wdi � isentropic compressor work-dry �kJ/kg�
ww � compressor work-wet �kJ/kg�

wwi � isentropic compressor work-wet �kJ/kg�
WBT � wet bulb temperature �°C�
W_C � compressor work input ratio

WIP � water injection point
�s

* � pressure ratio normalized to the design value
� � ratio of latent heat of coolant to latent heat of

water
� � ratio of temperature to standard day

temperature
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Gas Turbine Fogging Technology:
A State-of-the-Art Review—Part
III: Practical Considerations and
Operational Experience
The strong influence of ambient temperature on the output and heat rate of a gas turbine
has popularized the application of inlet fogging and overspray for power augmentation.
In this paper we focus on practical considerations for the implementation of the fogging
technology such as water quality requirements, foreign object damage, gas turbine inlet
icing, intake duct design, changes in compressor performance characteristics, and blade
coating distress problems. It also provides a checklist for users and project developers to
facilitate the design and implementation of fogging systems. In addition, in this paper we
cover operational experience and review the work pursued by gas turbine OEMs in the
field of fogging technology. A list of unresolved issues and ongoing research related to the
fogging technology is also provided. �DOI: 10.1115/1.2364005�

Keywords: power augmentation, evaporative fogging, overspray, wet-compression, high
fogging

Introduction

While there are several gas turbine inlet-cooling technologies
available, high-pressure inlet fogging �evaporative and overspray�
has in the past decade seen large-scale application. Inlet fogging
has been applied on a wide range of new and old gas turbines
from units as small as 5 MW to advanced technology gas turbines
rated at 250 MW and higher. While the underlying principle of
inlet fogging is simple, there are several practical issues that need
careful attention. A comprehensive review on the current under-
standing of analytical and experimental aspects of the high-
pressure inlet evaporative fogging technology and overspray fog-
ging for gas turbine applications has been covered in Part I �1� and
Part II �2�, respectively, of this three-part paper. A comprehensive
overview of fogging technology was provided in 1999 by Meher-
Homji and Mee �3�, summarizing some design and implementa-
tion considerations. Chaker et al. �4� provided, in 2002, the first
detailed theoretical and experimental treatment on the subject in-
cluding practical aspects based on over 400 fogging applications.

In addition to a good understanding of droplet generation, their
dynamic behavior and selection and sizing of appropriate nozzles,
it is equally critical to have a thorough understanding of fog sys-
tem design and implementation requirements. Our main objective
in this paper is to cover several practical issues relating to fogging
system design, installation, and operation. To give a complete pic-

ture of the fogging technology, a brief summary of the fog related
work pursued by major gas turbine manufacturers including re-
sults of some field experiences are also covered.

High-Pressure Inlet Fogging
Inlet fogging is a method of inlet air cooling where demineral-

ized water is converted into fog droplets by means of specially
designed atomizing nozzles operating at a high pressure of 69 to
207 barg �approximately 1000 to 3000 psig�. The fog provides
cooling when it evaporates in the inlet air duct of a gas turbine
and can attain close to 100% evaporative cooling efficiency, as
discussed in Part I of this paper. Overspray �also called wet com-
pression, high fogging, or fog intercooling� refers to a situation
where some water is deliberately allowed to enter the compressor
to provide an intercooling effect.

A typical high-pressure fogging system consists of series of
reciprocating pumps providing demineralized water at high pres-
sure to an array of fogging nozzles located downstream of the
inlet air filter elements. More details on the commonly used
nozzle locations and their influence on evaporative efficiency are
presented in Part I of this paper. An array of over 600 fogging
nozzles, installed upstream of the silencer, in a 80 MW class
heavy-duty industrial gas turbine is shown in Fig. 1.

There are several types of nozzles �as covered in Part I of this
paper� used by different manufacturers of fogging equipment that
utilize different principles to obtain a very fine fog. A close-up
view of a typical nozzle array, consisting of impaction pin design
nozzles, installed in an inlet duct of a gas turbine, is shown in Fig.
2. The orientation and angle of nozzles �see Fig. 2� need to be
optimized in order to minimize duct wetting and optimize fog
distribution, details of which are discussed in Part I of this paper.
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For a fog system to be safe and effective for the gas turbine, a
proper estimation of the quantity of water required and its quality
must be known, which is briefly discussed later.

Water Flow and Water Quality Requirements. The amount
of water flow required for an evaporative fogging system is a
strong function of the climatic design conditions and the tempera-
ture depression that can be attained. An illustration describing the
procedure to calculate the required amount of water needed under
given ambient psychrometric conditions is provided in Part I of
this paper. Figure 3 provides a simple method to obtain a rough
estimate of the water quantity required for an evaporative fogging.
The quantity of water in saturated air increases with the increase
of air temperature. Figure 3 shows the required amount of water to
cool the air to the Minimum Wet Bulb Temperature �MWBT� of
15°C �solid lines� and 30°C �dashed lines� for a series of Wet
Bulb Depressions �WBD� between 5°C and 15°C. This figure
shows that for a given amount of airflow rate and WBD value,
cooling the air to a high value of MWBT requires a larger quantity
of fog water.

Water Quality Requirements. General water quality require-
ments for fogging applications are provided in Table 1. If the
water quality is not up to these specifications, there can be con-
siderable distress due to compressor fouling or hot section corro-
sion. While the values given in this table provide general guide-
lines, it is best that the gas turbine OEM’s on-line water wash
specification be followed. Demineralized quality water is gener-

ally acceptable for inlet fogging. It is imperative, however, that
only stainless steel piping and fittings be used to transport water
supply to the fogging skid.

Practical Considerations
There are several practical engineering considerations that need

to be addressed during the design of inlet fogging systems and are
discussed next.

Foreign Object Damage (FOD). As the nozzle manifolds are
mounted in the air stream, care must be taken to avoid any chance
of foreign object damage resulting from the nozzles or nozzle
array components themselves. Normally for evaporative fogging,
nozzles are located in a low velocity area after the inlet air filtra-
tion system. Extensive safety wiring of nozzles and an analysis of
the fog nozzle array for airflow-induced vibration should be done
to ensure that the structure is strong and cannot break. For ex-
ample, the use of safety wires on nozzles can be clearly seen in
Fig. 2. In the case of overspray applications, the fog nozzles are
typically located much closer to the inlet bell-mouth of the gas
turbine, usually in the vertical duct section leading to the inlet
cone of the gas turbine axial compressor. Experience has shown
that with careful engineering, FOD issues can be easily avoided.
Some of the engineering considerations for proper nozzle array
design including the evaluation of flow-induced vibration have
been provided by Chaker et al. ��4�, Part C�.

Gas Turbine Inlet Icing. The fog control system should be
designed to automatically terminate fogging whenever there is any
chance of inlet icing due to the static temperature depression that
occurs in the bell-mouth due to acceleration of the inlet air to

Fig. 1 Fog nozzle manifold in a 80 MW class heavy-duty gas
turbine

Fig. 2 Typical high pressure nozzles in an intake duct †4‡

Fig. 3 A simple chart to estimate water flow requirements for
varying gas turbine airflow rates and temperature depressions
ranging from 5°C to 15°C „applicable for evaporative fogging
only…

Table 1 General water quality requirements

Water quality indicator Value

Water pH 6.5–7.5
Total solids �dissolved and undisolved� 5 ppm
Total alkali metals and other metals that promote
hot corrosion

0.5 ppm

Conductivity 0.5-1 micro-mho/cm
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Mach number of about 0.5 for heavy duty gas turbines and 0.8 for
aeroderivative machines. Several fog systems are designed to de-
activate at a MWBT value of 15°C, though 12.8°C can be easily
set as a minimum temperature. Several OEMs recommend a com-
bination of relative humidity and temperature at which anti-icing
measures are turned on. With fogging applications where the end-
ing relative humidity is close to 100%, temperatures as low as
10°C can be utilized. However, to be on the conservative side,
temperatures of 12.8°C are typically used as a low minimum
when situations warrant it.

Duct Drainage. This is an important subject matter and there
are a lot of practical issues involved. Drains should be strategi-
cally located both near the silencers and also in the intake bell-
mouth region. These should be carefully designed as continuous
drains and the number of drains should be determined based on
experience, configuration of the duct, and obstructions that might
result in water collection. Special shaped channel sections may be
located on the floor and duct sections to channel water collected to
the drains. One such channel is shown in Fig. 4. Appropriate
sealing systems must be used to prevent the flow of ambient air
into the duct. In the case where p-trap type seals are used, it is
imperative that water be supplied to these seals to ensure that they
do not run dry due to evaporation that will allow the ingress of air.

Drain flow should be monitored and logged as a function of
ambient conditions and the number of fog stages in operation.
This can be done simply by measuring the flow for a duration of
5 min and then calculating the drain flow rate as a percent of the
overall water flow.

Special considerations are required for bell-mouth floor drains.
At times, the pooling of water in localized segments can be in-
gested into the compressor as it is pulled forward away from the
continuous drains. Figure 5 shows the proximity of the floor to the

inlet of a large gas turbine. In such cases, a special arrangement
may have to be made to prevent the pooling of water.

Compressor Surge. This operational condition is of greater
concern on systems that are implemented with overspray �or fog
intercooling�. In most cases, the extent of the overspray is a little
over the amount that is allowed for compressor on-line water
washing. The effect of overspray is to cause the operating points
on the compressor map to move toward the surge line. Also, with
overspray, there is a movement of the engine operating line and
surge line as schematically presented by Lecheler and Hoffmann
�5� and shown in Fig. 6. Normally, on-line water wash rates are
themselves in the range of 0.4% to 0.5% of the airflow rate on
most heavy-duty gas turbines. Even with evaporative fogging,
compressor inlet temperature distortion and its rate of change has
to be considered carefully in the design of the fogging system and
the control system. The issue of the surge margin must be evalu-
ated for each specific engine type. The evaluation should also look
at factors that would impact the surge margin, including the blade
surface condition and the presence of compressor fouling.

Compressor Intake Temperature Uniformity. Axial com-
pressors have stringent intake temperature and pressure unifor-
mity criteria. Issues relate to blading vibration that can be induced
due to extensive compressor intake temperature and pressure dis-
tortions. Details of blading issues are discussed by Meher-Homji
�6�. Fogging systems are designed in multiple stages and each
stage has nozzle manifolds distributed within the inlet duct to
provide a relatively uniform compressor intake temperature. This
is an important consideration, as the susceptibility of the compres-
sor to stall or surge could be affected by severe compressor intake
temperature distortion. There are also criteria relating to rapid
changes in the inlet temperature, but fogging systems cannot ex-
ceed these criteria, even in the event of an emergency shutdown of
the fogging system due to the residual time and water flow in the
system that never results in instantaneous shock temperature
changes.

The location of gas turbine compressor inlet temperature �CIT�
sensors, typically do not provide a means to evaluate temperature
distortion. In several engines with complicated ducts, considerable
temperature and pressure distortions exist even without fogging,
and it is not uncommon to find the temperature difference of the
CIT sensors of 2°C. In some gas turbines, the CIT sensors may be
located in the intake duct in a location that is starved of flow.
These sorts of natural distortions can be made more evident by
inlet fogging. It is a good idea to map the compressor inlet tem-
perature sensor readings with different ambient conditions and
operating parameters and the number of fog stages in operation.
This can form a useful baseline for an analysis of deviations in
compressor inlet temperature due to a fogging application.

A common problem faced is that as the CIT sensors become

Fig. 4 Special channel system for water drain †4‡

Fig. 5 Proximity of the floor to the compressor inlet can at
time cause vortex ingestion of pooled water †4‡

Fig. 6 A schematic showing movement of engine operating
line with respect to the surge line †5‡
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wet, they tend to read lower temperatures than the bulk inlet tem-
perature. To avoid this problem, special shielded CIT sensors
should be used.

Intake Duct Considerations. There are several issues relating
to the intake duct itself that need to be considered while imple-
menting a fogging system. On retrofit applications, it may not be
possible to have “ideal” conditions and hence careful compro-
mises are needed. For example, it may be impossible to obtain a
length of duct with no obstructions and there may be items such as
bleed heating pipes �often present for machines with a dry low
NOx �DLN� combustion system� where airflow is bled for control-
ling the combustor conditions under certain operating regimes.
Furthermore, some gas turbines utilize trash screens and these will
act as agglomerators causing larger droplets to form. In the intake
bell-mouth region of cold-end drive gas turbines that have intake
cones, cone wetting may occur and some water may progress
toward the compressor. However, due to the Weber number effect,
the higher velocities often result in droplet shattering, �5�, and
consequently the extent of the problem is minimized. The fog
system supplier should be knowledgeable of these practical con-
siderations and design their system to minimize such problems.
Much of the choice of selecting and designing a fog system is an
art and involves CFD �computational fluid dynamic� analysis
coupled with past experience and visual observations. In some
extreme cases of short ducts, duct extensions may have to be
provided to achieve adequate residence time for evaporation to
occur.

Axial Compressor Fouling. It is important to distinguish be-
tween the problems of natural climatic fog and the fog generated
by the fogging system. High natural humidity and climatic fog
that often occur during the night and early morning hours can a
cause a gas turbine to trip due to high inlet air filter differential
pressure and sometimes the heavily fouled filters tend to unload
and leach contaminants through the filter, causing compressor
fouling. However, if the air filtration system is appropriately de-
signed and working well, the increased humidity caused by the
fogging system does not inherently increase fouling. Fouling is a
situation that is so site specific that it is very difficult to predict the
behavior. At times, if the No. 1 bearing in a gas turbine is leaking
oil, then this may combine with the high humidity �caused by inlet
fogging� to create some compressor fouling. An important issue is
to wash the silencers thoroughly to avoid dirt that has been accu-
mulated here being washed into the compressor by the fogging
system during startup. This is particularly important when a fog-
ging system is being retrofitted on an older machine. On retrofit
applications, it may be necessary to perform several crank washes
before the problem resolves. More details on compressor fouling
may be found in Meher-Homji �7� and Meher-Homji et al. �8�.

Compressor Blade Erosion. In evaporative fogging systems
the control system can be adjusted to maintain a margin between
the compressor inlet temperature and the wet-bulb temperature,
thus ensuring �in theory� that no water enters the compressor. Yet,
it is possible that some droplets do enter the compressor. For a
relatively small size �less than 15–20 microns� droplets, CFD
studies have shown that the droplets will tend to follow the air-
stream. There is an issue of larger water particles forming on the
trash screen and inlet cone of the gas turbine, but with proper
design and drainage approaches this can be minimized. It is im-
portant to note that the operational experience shows that over-
spray systems have not resulted in excessive erosion problems,
and several OEMs are offering this technology currently. Opera-
tional results, presented in Figs. 7 and 8, show no sign of blade
erosion in the presence of overspray application �9,10�.

Corrosion in the Inlet Duct
The use of demineralized water can deteriorate inlet ducts that

are already in a deteriorated state—the increased humidity is

clearly a corrosion factor. With proper maintenance and painting,
this problem can be mitigated. The use of stainless steel �316L� as
the duct material is gaining popularity. Despite the fact that the
equipment first cost is a little higher, the life cycle costs are sig-
nificantly lower. It is important to note that ducts often operate in
a distressed condition, such as seen in Fig. 9. It is important that
such problems are addressed and corrected prior to the implemen-
tation of a fogging system. Careful consideration should be given
to special paint systems or the use of stainless steel liners where
appropriate.

Compressor Blading and Coating Distress. Some gas tur-
bines that have undergone overspray have experienced coating
distress in the first few stages of the axial flow compressor. In
most cases, this can be minimized by careful location of fogging
nozzles, the avoidance of excessive water accumulation on ducts
and inlet cones, and by several other proprietary approaches. Cor-
rosive ambient conditions such as chlorides or even trace contents
of hydrochloric acids will cause acidity and hence coating dam-
age. Airborne contaminants in even the parts/billion �ppb� range
can often create very acidic environments for the gas turbine axial
blading. This is an issue that must be resolved by proper inlet air
filtration, especially in aggressive industrial environments. The

Fig. 7 Level of erosion on compressor blades of GE Frame 6B
gas turbine with wet compression: First stage blade tip „left…;
First stage blade mid-height „Center…; and First stage blade hub
„Right… „Courtesy Caldwell Energy and Environmental, Inc.…

Fig. 8 Blade condition of first stage compressor blades of AL-
STOM advanced heavy duty industrial gas turbine GT24 „Cour-
tesy Caldwell Energy & Environmental, Inc.…
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use of appropriate coatings does help protect in this area. In over-
spray cases, the situation should be examined on a case-by-case
basis, evaluating the available blading material and coating tech-
nologies. Haskell �11� has described the criticality of ambient air
quality.

Factors that can cause blading and coating distress include the
following:

• excessive or improper use of overspray
• improper orientation of fog nozzles
• lack of drains or inappropriately located drains
• corrosive ambient conditions that will cause acidity and

hence coating damage.

In some cases, if some blade leading edge coating distress al-
ready exists prior to fogging then this might progress with fogging
due to the reasons mentioned above.

Off-Frequency Operation of Gas Turbines. This is an impor-
tant consideration for countries where the grid operates under off-
frequency conditions. When under-frequency operation occurs,
the airflow rate drops considerably and there is a possibility for
some gas turbines to operate much closer to rotating stall condi-
tions in the early stages when the under-frequency operation is
coupled with high ambient temperatures. This sort of operation
must be carefully considered during the design of the fogging
system. The change in power output for a large heavy-duty gas
turbine operating under-frequency is shown in Fig. 10.

In the case of overspray, the aerodynamic loading through the
compressor stages is modified, and so the minimum corrected
compressor speed needs to be determined. As it occurs, some gas
turbine models actually will modulate the inlet guide vanes at
under-frequency operation at high ambient temperatures. Often, in
power plants, guarantees have to be met even with under-
frequency operation, and overspray may be used to mitigate this
effect.

Electrostatic Buildup and Bearing Distress With Overspray.
Similar to the electrostatic charges that occur in the low-pressure
section of a steam turbine where condensed particles induce an
electrostatic charge, machines that are operated with wet compres-
sion need to have superior shaft grounding brush systems utilized.
Several installations have used Sohre Turbomachinery grounding

brush systems very successfully. An installation of such a brush is
shown in Fig. 11 �12�. The area of electrostatic grounding has
been covered in great detail by Sohre �13�.

Multispool Gas Turbines for Mechanical Drive or Power
Generation Service. In the case of multispool gas turbine such as
commonly found in mechanical drive service, the changes in the
gas generator speed result in modified airflow through the ma-
chine. It is important, therefore, that this be taken into account
during the fogging system design to ensure that the injected water
is appropriate with respect to the gas turbine airflow. If two-shaft
gas turbines are used for power generation applications, as is com-
monly done in the case of aeroderivative gas turbines, the same
considerations should apply.

Considerations Relating to Engine Cooling Air Flow With
Overspray. A detailed study on the overall engine and compres-
sor performance using fixed and variable design Secondary Air
System �SAS� with overspray effects has been recently reported
by Cataldi et al. �14� and clearly shows impact of SAS system on
the pressure distribution �see Fig. 12�.

The variable SAS system implies relative cooling air mass
flows to various components �such as combustor, turbine hot
parts, etc.� is constant. Whereas, in the case of a fixed SAS sys-
tem, the cooling air flow is influenced by the injected water. The
annotations ex. 1, ex. 2, and ex. 3, in Fig. 12 represent bleed air

Fig. 9 A view of a corroded floor of intake duct †4‡

Fig. 10 Under-frequency operation of gas turbine and its ef-
fect on output „Design frequency 50 Hz…

Fig. 11 Special grounding brush utilized for overspray
applications
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locations, whereas, “in” and “out” represent the compressor’s inlet
and outlet sections, respectively. Pressure ratio at various loca-
tions inside the compressor is normalized with its value for the
dry case �no fogging�. It was evident that for an engine designed
for dry operation, the amount of water injected is limited due to
changes in the secondary air flow, compressor load redistribution,
and change in the surge margin. With overspray, the temperature
and pressure distributions within the compressor stages change
and in some cases adjustments to the bleed air orifices may be
required.

The stage-by-stage change in pressure buildup with and without
overspray in a compressor is shown in Fig. 13 �5�. The abscissa in
Fig. 13 represents axial position in the compressor. Whereas the
ordinate in Fig. 13 shows the relative change in pressure buildup
and effect on the buildup with increasing amounts of overspray.
The increase in the unloading of the early stages as overspray is
increased is also evident in Fig. 13.

Practical Considerations for Fog System Design and
Implementation

Some important practical considerations to be made, in the
form of a checklist, in the implementation of any fogging system
are provided below:

• Check vendors design calculations with regards to water
flow requirements, off design conditions, and evaluate the
design under different climatic conditions.

• Ensure that the fogging system vendor is provided with de-
tailed sketches and photos of the inlet system. Full details
including air takeoff for cooling of auxiliary systems �such
as an electrical system cabin� should be provided as appro-
priate measures may have to be taken to avoid moisture
entry into these areas.

• Evaluate amount of overspray required and ensure that the
compressor can accommodate this. The surge margin should
be evaluated. Check effects of overspray on the cooling air
flows.

• If overspray is being considered, review generator and lube
oil cooler capability.

• Insist on the use of all stainless steel piping.
• In the event of a problem, does the design permit rapid

isolation so that gas turbine operation can proceed without
the fogging system?

Fig. 12 Pressure variation along compressor showing pres-
sure buildup in the rear stages for a different amount of over-
spray: Top—Variable SAS system; and bottom—fixed SAS sys-
tem †14‡

Fig. 13 Change in pressure build with overspray up in a compressor †5‡
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• Optimize the location of the fogging manifold with respect
to air filters and inlet system.

• Check that sequential fogging capability �cooling stages� is
adequate to meet power demand profile and its turndown
profile.

• Check design features to avoid potential FOD.
• Check the rigidity of the manifolds to avoid flow-induced

vibration due to gas turbine airflow. Vendor calculations
should be reviewed.

• Review vendors proposed manifold design for structural ri-
gidity and strength.

• Review the proper tie-in of the programmable logic control-
ler �PLC� of the fog system skid with the plant data control
system �DCS�.

• Ensure that there is a tradeoff between the pressure drop and
the evaporation efficiency. An excessive number of nozzle
manifolds with a high obstruction ratio may lead to a large
pressure drop, while a very low number of nozzles with high
water flow rates will lead to larger droplets sizes, poor mix-
ing between the airflow and the droplets, and consequently
lower evaporation efficiency, the higher amount of drained
water, and potential risk to gas turbine components.

• Evaluate proposed installation of nozzle manifold in the
duct for maintainability and accessibility.

• Ensure that appropriate drain lines will be installed in the
inlet duct system.

• Galvanized material should not be used downstream of the
fog manifolds.

• Installation of the weather sensor can be at skid location if
this is representative of inlet conditions to the gas turbine.
Ensure that there is no secondary effect �e.g., close proxim-
ity to an air cooled heat exchanger or a source of radiant
heat� causing wrong measurement of ambient conditions.

• Demineralized water supply lines must be thoroughly
flushed to ensure that no dirt has accumulated during instal-
lation. Supply lines must be of stainless steel construction.

• Thoroughly wash the inlet duct and silencers. Dirt in the
inlet duct system can be washed by the fog into the com-
pressor causing axial compressor fouling creating perfor-
mance deterioration or compressor damage. This is of spe-
cial importance on retrofit applications.

• Consider the installation of a viewing window at the com-
pressor bell-mouth. Lighting arrangement should also be
made to enable a view, as shown in Fig. 14.

Activities of Gas Turbine Manufacturers With Inlet
Fogging and Overspray

The efforts pursued by major manufacturers in using inlet and
overspray fogging is briefly summarized below and identifies the
importance of this technology in the gas turbine industry.

General Electric. A different approach to high pressure fog-
ging, called Sprint �Spray intercooled turbine� has been imple-
mented by GE for gas turbines with a multispool compressor such
as LM6000 �15�. In this approach, a power boost is achieved by
fog spraying water, atomized with eighth-stage bleed air from the
high-pressure compressor, at both low-pressure and high-pressure
compressor inlet plenums. Power boosts of 12% at ISO and 30%
or more at ambient temperature of 32°C �90°F� compared to the
LM6000-PC gas turbine are reported. According to the latest
available data, more than 260 LM6000 Sprint systems have been
installed since June 1998 when the first two units went into com-
mercial operation. With Sprint on, GE recommends 16 000 h and
50 000 h of service for HP and LP compressor blades, respec-
tively. A cutaway of a SPRINT engine showing injection into the
HP compressor is shown in Fig. 15 �16�.

Siemens-Westinghouse. Wet compression technology jointly
developed by Siemens-Westinghouse and Dow Chemical Com-
pany, demonstrated in 1995 on a W501A gas turbine, has been
implemented on a number of W501-series gas turbines �17�. In
one of the peaking applications using a W501D5A gas turbine,
wet compression combined with a conventional evaporative
cooler resulted in a greater than 20% power boost and a heat rate
reduction of 1.5% to 3% at ambient conditions of 38°C and 14%
relative humidity. In addition, W501D5A and W501D5 gas tur-
bines equipped with a standard combustor have shown a reduction
in NOX emissions by 20% to 40% with wet compression.

Siemens-Westinghouse has also done some research work relat-
ing to testing and evaluation of fogging system effectiveness, as
reported recently by Willems and Ritland �18�. This work includes
the use of nine CIT probes that have special arrangements for
shielding so that they accurately reflect the dry bulb temperature
at the compressor inlet.

Rolls-Royce. A detailed analytical and experimental program
including a CFD analysis to evaluate wet compression technology
�called IFB-inlet fog boosting� in combination with other options
such as fog intercooling, inlet chilling, and fog intercooling plus
inlet chilling was initiated by Rolls-Royce in 1998, as reported by
Walsh et al. �19�. In addition, characteristics of two main types of
nozzles were examined using water and air for atomization pro-
cess. Impaction pin type nozzles showed a smaller size droplets
distribution compared to swirl nozzles, as also discussed in Part I
of this paper based on the extensive experimental work of Mus-
tapha et al. �4�.

Alstom. Alstom has done extensive studies in fogging and
overspray since 2000 on a range of their gas turbines. Alstom’s
term for overspray is “High Fogging.” High fogging has been
implemented on Alstom GT8C2 and a GT26 engine at their test
facilities in Birr, Switzerland. According to Hoffman and Mckay
�20� as of 2004, ten fogging systems had been supplied by Alstom
�1�GT8, 3�GT13, and 6�GT26� and five “High fogging” sys-
tems have been supplied �1�GT8, 1�GT24, and 3�GT26�. A
map defined by ALSTOM �21� indicating temperature and relative
humidity where fogging and high fogging are permitted for Als-
tom’s machines is shown in Fig. 16. In Fig. 16, lines A, B, and C
represent the icing limit �a low ambient temperature condition�,
the temperature distortion limit �for overspray condition� and the
fogging efficiency limit �at high relative humidity�, respectively.
Also, the regions with combinations of various inlet cooling tech-
nologies are included in Fig. 16.

Fig. 14 View of intake from viewing window installed in a ple-
num †4‡
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Inlet Fogging—Field Experience and User Perspectives
In general, the field experience with inlet fogging has been

quite positive, as evidenced by a number of gas turbines �over
1000 gas turbines worldwide� fitted with fogging equipment in

recent years. A partial list of gas turbine models operating in the
field with inlet fogging systems installed by third-party vendors
�see Table 2� clearly shows inlet fogging implementation on gas
turbines from all the major gas turbine manufacturers worldwide.

Fig. 15 Representation of a SPRINT LM6000 engine showing water injection between the LP
and HP compressor †16‡

Fig. 16 Map defined by ALSTOM indicating temperature and relative humidity
where fogging and high fogging is permitted †21‡

468 / Vol. 129, APRIL 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



It must be noted that both inlet evaporative and overspray fogging
have been implemented on the gas turbines operating in wide
ranging applications �base-load, peaking, simple cycle, cogenera-
tion, combined cycles, and mechanical drive�. Furthermore, Table
2 does not include gas turbines, where fogging systems have been
provided by gas turbine OEMs.

A brief description on few field installations including results
from a comprehensive experimental study by an OEM is given
below.

Inlet Evaporative Fogging on 80 MW Class Heavy-Duty In-
dustrial Gas Turbine in a Cogeneration Facility. A snap-shot of
8 h of operation showing changes in key performance parameters,
for a 80 MW class industrial gas turbine with and without inlet
evaporative fogging, is shown in Fig. 17. With inlet evaporative
fogging in operation, an average power boost of approximately
2.5–3 MW can be seen. Also a decrease in the compressor dis-
charge temperature and associated decrease in compressor dis-

Table 2 A partial list of gas turbines with third-party furnished fog systems

Gas turbine manufacturer Gas turbine model
Number of units

with fogging

Alstom GT26, 13D2, 13E, 13E2, GT-11N, GT-10B, Tornado,
9D, GT24

26

General Electric–Frame 5 5271, 5361, 5371, MS5001, 5001P 62
General Electric–Frame 6 6001, 6531B, 6541, 6541B, 6551B, 6561B, 6F, 6101FA 59
General Electric–Frame 7 7001, 7001E, 7001B, 7001C, 7121EA, 7061EC, 7191F,

7121FA,
7221FA, 7231FA, 7241FA, 7661, 7821

347

General Electric Frame 9 9161E, 0171E, 9FA++ 18
General Electric–
Aeroderivatives and others

LM2500, LM5000, LM6000, LM6000PD, LM2500PE
PGT10

28

Mitsubishi M701-F, M501G, MF111AB, MW-701D 6
Pratt & Whitney FT4, FT4 TwinPac, GG4/FT4, FT4-A5, FT8 TwinPac,

GG4A9
Twin,TP4-2C1

51

Rolls-Royce 501KB7, AVON, SK30, RB211 7
Solar Turbines Mars, Mars 100, Centaur 50, Taurus 60, Taurus 70 10
Siemens-Westinghouse V64.3, V64.3A, V84.2, V94.2, V94.3 30
Siemens-Westinghouse W191G, W251B11, W251E, W501AA, W501B4, WH

E4-2,
W501 D5A, W501F

38

Fig. 17 Effects of inlet evaporative fogging on a 80 MW class heavy-duty industrial gas
turbine
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charge pressure with inlet evaporative fogging effects can also be
observed in Fig. 17. As the fogging system is brought off-line �at
around 5 PM�, the gas turbine attains its dry rating power. The
presented data was taken recently after a major overhaul and up-
grade �change in firing temperature� of the machine. Details on
the installed fogging system and initial test data are reported by
Ingistov �22�.

Application of Inlet Fogging Overspray to a Frame 5 Co-
generation Installation. The first application of wet compression
or overspray was on the three Frame 5 gas turbines �with an air
mass flow rate capacity of 161 lb/s� operating in a cogeneration
service, and was reported by Nolan and Twombly �23�. This fa-
cility is located in Rifle, Colorado, which has long hot and dry
summers. The facility examined traditional evaporative cooling
approaches but chose to use a fogging system owing to its low
initial cost. The system utilized 540 nozzles that allowed a total
flow of 15 gpm at 600 psi pressure supplied by three reciprocating
pumps.

Wet-bulb temperatures could be effectively attained �i.e., 100%
evaporative effectiveness� throughout the temperature range of
70°F to 100°F. Figure 18 shows the average gas turbine output
over the July to September time frame. In this figure, the lower
curve �A� shows average output for all three units without fogging
employed. Curve �B� in the middle shows the predicted output
from the gas turbine manufacturer’s curves with average wet bulb
temperatures attained, i.e., with 100% evaporative cooler effec-
tiveness. The uppermost curve �C� was the actual curve of these
engines. The difference between curves B and C was due to an
overspray effect. As reported by Nolan and Twombly �23�, an
economic analysis of this system indicated a payback period of
3.2 months.

KeySpan Corp Power Generation Plants. According to re-
cently reported case studies, in the Second Quarter 2004 issue of
Combined Cycle Journal, KeySpan Corp of Brooklyn, New York
is operating 50 gas turbines �FT4s, GE Frame 5s, and GE Frame
7s� with overspray that provides an aggregate power boost of
100 MW from all machines, including a NOx emissions reduction
of 15% �24�. It was further reported that no significant damage to

compressor blades, attributed directly to wet compression, has
been experienced with over three years of operation.

Testing of Four GT24/GT26 Gas Turbines With Overspray
by ALSTOM. At ALSTOM, tests were conducted on four GT24/
GT26 series heavy-duty industrial gas turbines �reheat cycle� to
evaluate performance of overspray fogging. The test results,
shown for three engines in Fig. 19, revealed a linear power boost
up to an injection rate of 1.2% suggesting a minor impact on
compressor performance. This experimental study also showed
that a power boost of approximately 7.1% with 1% of overspray
can be achieved for GT24/GT26 engines.

GE Frame 6B Gas Turbine at Cardinal Cogeneration
Facility. Field tests on GE Frame 6B, installed at the Cardinal
cogeneration facility using overspray fogging, were conducted in
April 2002 �10�. The spray nozzles, installed downstream of si-
lencers in the inlet duct, had a total water flow rate of 22.6 gpm
�an overspray of 1% of airflow�. Gas turbine performance with
and without overspray fogging is summarized in Table 3. The test
data shows that approximately 9% power boost for 1% overspray
was achieved. A drop in a compressor discharge temperature of
approximately 50°F was noted with an exhaust gas temperature
reduction of approximately 12°F.

Issues relating to overspray are totally different compared to
traditional evaporative fogging. If overspray rates are limited to
0.5%–1%, then the potential for blade damage in the compressor
is very small, provided the system is designed and operated prop-
erly. For overspray rates higher than 1%, careful consideration
should be given to the compressor aerodynamics and surge char-
acteristics. There are also potential issues relating to the genera-
tion of electrostatic charges, which might call for the use of spe-
cial electric grounding brushes. The effects of overspray fogging
on compressor casing temperature and dynamic pressure in the
combustor through field measurements on a GE Frame-6B gas

Fig. 18 The first application of overspray on Frame 5 gas tur-
bines „reproduced from the work of Nolan and Twombly †23‡…

Fig. 19 Experimental test results on GT24/GT26 gas turbines
by ALSTOM †14‡

Table 3 Field performance results on GE Frame 6B gas tur-
bine with overspray †10‡

Item Without overspray With overspray

Ambient dry bulb 58°F 59°F
Ambient wet bulb 52°F 52°F
Compressor Inlet air temperature 57.9°F 52°F
Compressor discharge temperature 663.5°F 614°F
Compressor discharge pressure 153 psia 158 psia
Fuel flow 6.1 lb/s 6.6 lb/sec
Turbine inlet temperature 2023.4°F 2023.6°F
Turbine exhaust temperature 1029.5°F 1017.9°F
Turbine power output 35 333 kW 38 579 kW
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turbine in the cogeneration application were recently reported by
Jolly �10�. In this application, two nozzle manifolds, one down-
stream of the inlet filters and another downstream of the silencers,
were installed. While for this installation no unusual distribution
in the compressor casing temperature was noted, however, high
values of dynamic pressure in the dry low NOx combustion sys-
tem were reported with 1% overspray fogging.

Testing of 80 MW Class Heavy-Duty Gas Turbine. A hybrid
inlet cooling system consisting of a traditional evaporative cooling
system combined with inlet fogging having fog nozzles installed
upstream of silencers experienced fouling in the compressor be-
cause the accumulation of dirt over years of operation of the gas
turbine was washed into the compressor �22�. The compressor
fouling problem was alleviated by relocating the nozzle manifold
downstream of the silencer.

Inlet Fogging Applied at a 650 MW Combined Cycle Power
Plant. A large scale inlet fogging system applied to three V94.2
gas turbines operating in a combined cycle plant has been recently
reported by Gajjar et al. �25,26�. This application covers an inter-
esting approach, where inlet fogging can help recover power loss
when under-frequency operation occurs. These papers cover use-
ful commissioning, operational, and maintenance experiences.
These fog systems have been in operation for a period of approxi-
mately five years.

Each gas turbine has a total of 16 manifolds with spray nozzles,
with a design capability of 14°C of wet-bulb inlet depression. A
major benefit of the system was under-frequency operation at high
ambient temperatures where deloading of the gas turbine could be
avoided by lowering the compressor inlet temperature. In order to
observe fog behavior at the gas turbine intake a special viewing
window was installed near the bell-mouth and another viewing
window was installed at the fog nozzle location in the clean air
plenum downstream of the filters. The use of the viewing win-
dows allowed the optimization of nozzle locations.

Tests on Three SWPC W501FD Gas Turbines. Willems and
Ritland �18� have reported on several practical aspects derived
from tests conducted on three 185 MW W501FD gas turbines.
Their paper points out the importance of using shielded thermo-
couples for measuring the compressor inlet temperature. The tra-
ditional evaporative effectiveness relationship is defined below,

E =
DBT − CIT

DBT − WBT

The above relationship of evaporative effectiveness cannot be
used unless the CIT value is accurate and does not report on an
artificially lower temperature due to the temperature sensor being
wet. Their work also discusses an injection control system to
avoid evaporation to saturation to ensure that no overspray occurs.
They also stated that due to temperature stratification effects, mul-
tiple �nine were used by them� inlet temperature sensors should be
utilized to accurately measure the bulk compressor inlet air tem-
perature.

Ongoing Research and Unresolved Issues
There are several issues of importance either being researched

today or need further study. These include the following:

• Testing the protocol for fog droplets sizing, which clearly
defines the system for measurements, measurement loca-
tions, flow conditions, data analysis procedures, and repre-
sentative droplets diameters. This is important in specifying
fogging nozzle ensuring that comparative testing was con-
sistent.

• A better understanding of practical issues relating to droplet
wetting within inlet ducts.

• Special design of duct water removal methods.

• Developments of new fog nozzles with a lower value of
Dv90 droplet size than currently achievable.

• Proper understanding of airflow within the inlet duct to op-
timize the distribution of fog nozzles in order to avoid un-
derfogged and overfogged areas.

• Improved droplet evaporation models that allow for an ac-
curate prediction of the size of unevaporated droplets, which
may enter the compressor.

• Understanding of the performance of evaporative fogging
systems under off-design conditions

• Fog system performance testing protocols
• Understanding compressor performance characteristics in

the presence of inlet evaporative and overspray fogging us-
ing CFD analysis and its verification with experimental data

Concluding Remarks
Inlet and overspray fogging technology has become increas-

ingly popular in the gas turbine market, with fogging systems
being offered by both OEMs and third-party suppliers. This paper
along with Part I and Part II has covered the state-of-the-art of
inlet fogging technology. In this paper we have focused on some
of the practical issues relating to design and implementation of
inlet fogging and overspray systems. Several practical insights
have been provided along with areas of concern and areas that
need further study. The success of evaporative fogging and over-
spray systems will depend on the effectiveness with which prac-
tical aspects discussed here are addressed and considered during
the design and implementation of proposed fogging systems.
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Nomenclature
E � evaporative effectiveness
f � water mass fraction �mH2O/mair�

Mair � air mass flow rate �kg/s�
Mwater � water flow rate �liters/min�

m � mass flow rate �kg/s�
P � power �kW�
p � pressure �bars�

RH, � � relative humidity �%�
T � temperature �°C�

WBD � wet bulb depression �°C�

Acronyms
AIC � air inlet cooling
CFD � computational fluid dynamics
CIT � compressor inlet temperature

DBT � dry-bulb temperature
EC � evaporative cooling

FOD � foreign object damage
HF � high fogging

MWBT � minimum wet bulb temperature
OEM � original equipment manufacturer
SAS � secondary air system

WBT � wet-bulb temperature

Subscripts
air � air

amb � ambient
dry � dry �no water injection� operation
ex � compressor air extraction

GT � gas turbine
H2O � water

out � compressor outlet
wet � overspray operation
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Key Parameters for the
Performance of Impaction-Pin
Nozzles Used in Inlet Fogging of
Gas Turbine Engines
The application of inlet air fogging to gas turbine engines for power augmentation has
become common practice, with more than 1000 installations worldwide, including a large
number of advanced gas turbines. In this paper an experimental investigation and em-
pirical analysis of key operating parameters on the performance of impaction pin nozzles
will be investigated. To date, no such correlation is available for impaction pin nozzles,
which are currently used in about 75% of this type of applications. The correlations are
developed from a series of experiments conducted in a wind tunnel equipped with the
Malvern Spraytec droplet size measurement system. The conducted analysis covered a
wide range of the relevant parameters. Mainly, the water flow rate from the nozzle orifice
was (0.00126 to 0.00063 l s−1: 0.02 gpm to 0.1 gpm), the operating pressure was (34.5 to
204.1 bars: 500 to 3000 psi), the airflow velocity was (1.5 to 15.2 m s−1: 295 to 3000
fpm), the distance between the nozzle orifice and the location of measurement was
(0.0127 to 0.508 m: 0.5 to 20 in.). Other parameters such as the plume spray cone angle
and the surrounding ambient psychrometric conditions, which may affect the droplet size
for impaction pin nozzles, is also discussed. �DOI: 10.1115/1.2364006�

Introduction and Background
The gas turbine output is significantly impacted by the tempera-

ture of the ambient air, with the power output dropping by 0.54%
to 0.90% for every 1°C �1.8°F� rise in ambient temperature. One
approach to overcome the loss of gas turbine power output during
periods of high ambient temperature �high demand period� is to
cool the inlet air. While there are several inlet air cooling tech-
nologies available, high pressure inlet fogging has become in-
creasingly popular over the past decade due to its low cost and its
effective power augmentation.

A direct evaporation effect is derived by using fog droplets
generated by high-pressure pumps and atomizing nozzles installed
in the inlet duct downstream of the inlet air filters. The fog evapo-
rates in the inlet duct and cools the air down to the wet bulb
temperature.

A review of the basic principles of fogging technology can be
found in Chaker et al. �1–4�, Meher-Homji and Mee �5,6�, and
Bhargava et al. �7�. Early papers on fog intercooling and wet
compression started to appear in the late 1940s and include Hill
�8�, and Utamura et al. �9�.

There are two types of nozzles commonly used in inlet fogging
systems: impaction pin nozzles and swirl jet nozzles. In both
types, the difference in the nozzles’ configurations may lead to
differences in the atomization process and, consequently, in drop-
let sizes. It is therefore important to provide all details regarding
the nozzles under test. In this paper we study the behavior of
impaction pin nozzles designed and implemented by Mee Indus-
tries in various gas turbine inlet fogging applications, as shown in
Fig. 1.

Due to the use of swirl nozzles in some applications such as the
atomization of fuel in gas turbine combustors, there are a number
of studies characterizing this type of nozzle and summarized by

Lefebvre �10�. His work includes a number of empirical formulas
regarding the parameters that influence the size of the droplet
from this type of nozzle.

Several papers have been published to measure the droplet size
from impaction pin nozzles �11,12�. However, to our knowledge,
no paper exists in the open literature that provides empirical rela-
tions of droplet size as a function of critical parameters affecting
it. These equations are very useful in showing the importance of
each parameter and gives the users a tool in order to estimate
rapidly the droplet size based on the value of the applied experi-
mental parameters. In this paper we make a systematic study and
analysis of the different parameters that influence the droplet size
and provides an empirical correlation between the droplet size and
each of these parameters.

Experimental Setup
In order to measure the droplets’ size in conditions similar to

those found in gas turbine inlet ducts, a variable speed wind tun-
nel was built, as shown in Fig. 2.

A brief description of the wind tunnel is given below and more
information regarding its configuration and instrumentation may
be found in Chaker �1,3�.

Fog is generated in the wind tunnel by forcing high-pressure,
filtered, and deionized water through the small orifice nozzles. In
the experimental setup, a variable-speed-drive, positive-
displacement, ceramic-plunger pump is used to generate water
pressures up to 207 bars �3000 psi�.

The wind tunnel is equipped with a high-speed data acquisition
system, which consists of a DAS 1200 board with up to 16 input
channels and 2 output channels. Daisy Lab software was used to
manage the data acquisition. The DAS 1200 monitors:

• temperature and relative humidity of the air in several loca-
tions

• air velocities
• water flow
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The position of the sensors in the duct is shown in Fig. 2 and Fig.
3.

Droplet size measurements, at different locations in the spray
plume and for different airflow velocities, and operating pressures
were done with nozzles located in the constricted section of the
duct, where the highest airflow velocities are attainable. Measure-
ments were taken at different locations in the spray plume using a
Malvern Spraytec RTS5114 laser particle analyzer, as shown in
Fig. 3. The Malvern system is based on a laser diffraction tech-
nique �13,14�. This is a spatial sampling system; consequently it
allows the sampling of a large number of droplets instantaneously
with a frequency up to 2500 Hz.

A nozzle manifold, installed at the inlet of the duct, was turned
off when measurements were taken at ambient conditions. For
measurements with a saturated airflow, these nozzles were turned

on, Fig. 4, and a fog droplet filter was used, as shown in Fig. 3, to
remove any unevaporated droplets. Droplet size measurement lo-
cation is shown in Fig. 5.

Experimental Results
The Spraytec unit outputs a value for concentration volume

�CV�. The results from each measurement position are based on
the relative mass flow of water at that particular position and use
the concentration volume value as a weighing coefficient. This
technique mitigated errors that would have resulted from the fact
that droplets in the center of the spray plume tend to be much
smaller than droplets at the edges of the plume, while mass flow is
much greater at the edges.

The most important variables that affect the water droplet size
produced by impaction pin nozzles are as follows: the water sup-
ply pressure, the airflow velocity in which the water is atomized,
the flow rate of the water from each nozzle, and the distance
between the measurement position and the nozzle’s orifice. Other
parameters, namely the plume cone angle and consequently the
width of the plume, as well as the ambient psychrometric condi-
tions, have less impact on droplet size. Their influence will be
analyzed in later sections.

Two characteristic diameters, employed in the gas turbine inlet
air fogging industry, were used to study the droplets size: the first
is the Sauter mean diameter �SMD� or D32, which gives a droplet
diameter that represents the ratio of volume to surface area of all
the drops in the spray plume and, consequently, is important in
showing the evaporation rate that occurs at the droplet-air inter-
face. The second is DV90, which is a droplet diameter where 90%
of the volume of water in the fog is made up of drops with diam-

Fig. 1 Impaction pin nozzle

Fig. 2 11 m long 25 m s−1 velocity wind tunnel

Fig. 3 Wind tunnel experimental setup

Fig. 4 Fog nozzles manifold

Fig. 5 Droplet size measurement in the wind tunnel
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eters smaller than or equal to the given diameter. A small DV90
diameter indicates that a very small volume of larger droplets is
produced. That minimizes any potential erosion effects on com-
pressor components should these droplets be carried over into the
compressor.

Either D32 or DV90 may be written as function of the above-
cited most important parameters following the equation

Diameter = �
ṁw

�D�

�Pw
�Va

� �1�

Where k is a constant of proportionality, ṁw is the water flow
rate in liters per second, D is the distance between the nozzle
orifice and the measurement position �m�, �Pw is the differential
pressure applied on the liquid �bar�, and Va is the airflow velocity
�m s−1�. �, �, �, and � are power constants.

Effect of Applied Pressure. Figure 6 shows the effect of the
operating pressure on the droplet size for different airflow veloci-
ties �from 1.5 to 15.2 m s−1�. It shows that as the operating pres-
sure increases droplet size decreases. This decrease is important
when the water is under an increasing operating pressure from
34.5 to 138 bar �a nozzle is typically operated at 138 bar in gas
turbine inlet air fogging�, however, becomes insignificant when
the operating pressure increases from 138 to 207 bar.

The variation of DV90 and D32 as function of the applied pres-
sure follows the empirical formulas:

DV90 � �P−0.16 �2�

D32 � �P−0.23 �3�
From Fig. 6, we can also see that the droplet size decreases

when we increase the airflow velocity. Figure 7 shows this varia-
tion at different operating pressures.

Effect of Airflow Velocity. The airflow velocity was varied
from 0.46 to 15.24 m s−1. As can be seen in Fig. 7, a decrease in
droplet size occurs as the airflow velocity increases. This decrease
is important between 0.46 and 5 m s−1, which is the typical air-
flow velocity at the location of nozzle manifolds installed in gas
turbine inlet ducts upstream of the silencer. For the other nozzle

manifolds position, downstream of the silencer with an airflow
velocity varying between 10 and 20 m s−1, depending on the gas
turbine inlet duct configurations, the decrease in droplet size is
much smaller and eventually levels out.

In still air, and close to the nozzle orifice where the density of
the droplets is high, a coalescence phenomenon may occur due to
the high probability of collision between droplets of different
sizes, and therefore different penetration velocities �4�.

In high-velocity air streams, the coalescence effect is greatly
diminished as the airflow acts to separate droplets of different
sizes, thus reducing the potential for collision.

Measurements made at ambient conditions, where fast evapo-
ration of smallest droplets occurs, and at saturated air conditions,
where no droplet evaporation occurs, exhibit no difference in size
increase due to this coalescence phenomenon.

The variation of DV90 and D32 as function of airflow velocity
follows the empirical formulas:

DV90 � Va
−0.14 �4�

D32 � Va
−0.11 �5�

Effect of the Measurement Distance. By increasing the dis-
tance between the nozzle’s orifice and the measurement position,
an increase in droplet size may occur for two reasons: The first is
due to the coalescence and the second is due to the fast evapora-
tion of the smallest droplets.

Figure 8 shows the effect of the measurement distance between
the nozzle orifice and the position of measurement on the droplet
sizes. The upper two lines on the chart show the DV90 diameters,
while the lower two lines show the D32 diameters. In studying
these curves, one can see that the dashed lines �which represent
the droplet size under nonsaturated conditions�, start to separate
away from the solid lines �which represent the droplet size under
dry air conditions�, as the fog moves away from the nozzle orifice.
That separation shows the very small effect of evaporation.

In order to experimentally quantify the effect of rapid small
droplet evaporation, measurements were taken at two airflow ve-
locities, 3 and 13 m s−1 �590 and 2560 fpm�, and for two sets of

Fig. 6 Variation of droplet size as a function of the operating
pressure and the location of the measurement in the spray
plume. The distance between the nozzle orifice and the mea-
surement position is 0.075 m.

Fig. 7 Variation of the droplets size as function of the airflow
velocity, at 30°C and 40% RH. The distance between the nozzle
orifice and the measurement position is 0.075 m.
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air conditions: 30°C �86°F� with 40% RH represented by dashed
lines and defined as ambient in the chart, and 20°C �68°F� with
close to 100% RH represented by the solid lines and defined as
saturated.

The results of the experiments �Fig. 8� show that the effect due
to coalescence is much higher than that due to evaporation for the
given distances of measurement. Figure 8 shows also the effect of
the airflow velocity on the reduction of the coalescence effect. At
13 m s−1 �the blue lines� the coalescence leads to an increase of
DV90 of 4 microns, whereas for an airflow velocity of 3 m s−1

�the green lines� the increase is 8 microns due to higher coales-
cence. The difference in droplet size increases also with increasing
distance of measurement. D32 behaves similarly to DV90.

The variation of DV90 and D32 as function of the distance
between the nozzle orifice and the measurement position follows
the empirical formulas:

DV90 � D0.14 �6�

D32 � D0.13 �7�

Effect of Flow Rate on Droplet Size. Figure 9 shows the effect
of the flow rate on the droplet size for different airflow velocities
and distances from the nozzles’ orifice.

It confirms that within our range of flow rate, the droplet size
decreases when airflow velocity increases, and the droplet size
decreases when the distance the distance between the measure-
ment position and the nozzles’ orifice decreases.

The variation of the droplet size and the flow rate may be cor-
related as follows:

DV90 � ṁw
0.23 �8�

D32 � ṁw
0.31 �9�

Effect of the Plume Cone Angle. The major reason for the
droplets’ coalescence within the plume is due to the high density
of droplets close to the nozzle orifice. The collision between drop-
lets in this region leads, in general, to their coalescence or bounc-
ing because of a low Weber number �2�. By increasing the cone
angle of the plume �by modifying the configuration of the nozzle�
and consequently its width, the density of the droplets in the dense
area decreases.

Two nozzles that operate at the same experimental conditions
were tested �Fig. 10� at 0.2 m from the nozzle orifices and for an

airflow velocity of 0.2 m s−1. The first one had an initial plume
width �at this distance� of 0.17 m �red plain circle�, and the sec-
ond had an initial plume width of 0.13 m �red empty circle�.

As can be seen in Fig. 10, with the increase of airflow velocity,
the plume width decreases from 0.17 to 0.1 m for the largest
plume, and from 0.13 to 0.09 m for the smallest plume. At an
airflow velocity of 0.2 m s−1, D32 �blue lines� for both plumes has
the same value while DV90 �green lines� for the smallest plume
has around 7 microns more than the one for the largest plume �the
size is around twice in volume�. With the increase in airflow ve-
locity, D32 decreases approximately in the same way for both
plumes, while the decrease in DV90 is less important for the small-
est plume. The DV90 of both plumes decrease to around 20 mi-

Fig. 8 Effect of ambient humidity on droplet size at different
axial distances from the nozzle at 38 bars „2000 psi… pressure

Fig. 9 Effect of flow rate on droplet size

Fig. 10 Effect of plume width on droplet size as a function of
airflow velocity
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crons at an airflow velocity of 13 m s−1.
More experiments have to done to incorporate the effect of the

plume size in the empirical formula given later.

Discussion and Conclusion
The combination of the experiments described above leads to

the development of new empirical correlations between the Sauter
mean diameter �D32� and DV90 and the different parameters of
influence, within the range of experimental values specified
above. These empirical equations are:

DV90 � ṁw
0.23D0.14 �P−0.16 Va

−0.14 �10�

D32 � ṁw
0.31D0.13 �P−0.23 Va

−11 �11�
While the results of these empirical correlations give values

close to the measured ones, more experiments need to be con-
ducted to incorporate the effect of other parameters and to in-
crease the precision and the range of the experimental values.

In this paper we provide new tools that may be used by gas
turbine inlet air fogging users to estimate the droplet size from
impaction pin type nozzles.

Nomenclature
CV 	 concentration volume �ppm�

D 	 distance between the nozzle orifice and the
measurement location �m�

DAS 	 data acquisition system
DV90 	 droplet size number ��m�

K 	 constant of proportionality
ṁ 	 water flow �l s−1�
P 	 operating pressure �bar�

SMD �or D32� 	 Sauter mean diameter ��m�
T 	 temperature �°C�

Va 	 airflow velocity �m s−1�
�P 	 differential pressure applied

Subscripts
W 	 water
a 	 air

� ,� ,� ,� 	 power constants
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Comparative Performance
Analysis of Internal and External
Reforming of Methanol in
SOFC-MGT Hybrid Power Plants
SOFC-MGT hybrid power plants are a very attractive near term option, as they achieve
efficiencies of over 60% even for small power outputs �200–400 kW�. The SOFC hybrid
systems currently developed are fuelled with natural gas, which is reformed inside the
same stack at about 800–900°C. However, the use of alternative fuels with a lower
reforming temperature can lead to enhanced performance of the hybrid power plant. This
paper reports a comparative performance analysis of SOFC-MGT power plants fuelled
by methane and methanol. Since the reforming temperature of methanol �250–300°C� is
significantly lower than that of methane �700–900°C�, for the methanol fuelled plant
both internal and external reforming have been examined. The performance analysis has
been carried out by considering different values for the most important operating param-
eters of the fuel cell. The comparative analysis has demonstrated that simply replacing
methane with methanol in SOFC-MGT power plants with internal reforming slightly
reduces the efficiency. However, the use of methanol in SOFC-MGT power plants with
external reforming enhances efficiency significantly (by about 4 percentage points). The
use of methanol with external fuel reforming raises efficiency of the stack thanks to the
improved heat management and to the higher hydrogen partial pressure at the anode
inlet. �DOI: 10.1115/1.2364009�

Keywords: SOFC, fuel cell, micro gas turbine, methanol reforming

Introduction

Fuel cells currently appear to be one of the most promising
technologies for advanced energy systems, mainly because of
their very high conversion efficiency and extremely low pollutant
emissions. Depending on fuel cell type and operating conditions,
conversion efficiencies of most fuel cells range between 35% and
55% �1�. Moreover, higher efficiencies can be achieved by hybrid
configurations where the fuel cell is integrated with a bottoming
power generation system. For thermodynamic reasons, the best
performance of these hybrid cycles are achieved using high tem-
perature fuel cells, such as molten carbonate fuel cells �MCFC�
and solid oxide fuel cells �SOFC�, which have operating tempera-
ture of around 600–700°C and 800–1000°C, respectively. In
particular, since the operating temperature of SOFC stacks is very
similar to the turbine inlet temperature of latest generation micro
gas turbines �MGT�, the combustion chamber of the MGT unit
can be replaced by the SOFC stack. These hybrid SOFC-MGT
power plants are a very attractive near-term option as they can
allow to achieve efficiencies of over 60–65%, even for small
power outputs �200–400 kW� �2–8�.

The SOFC systems currently developed are fuelled with natural
gas �composed mainly of methane�, which needs to be reformed
to produce the hydrogen required by the electrochemical reactions
of the fuel cell. Since the operating temperature of the SOFC stack
well matches the reforming temperature of methane
�700–900°C�, the reforming section of the hybrid SOFC-MGT

power plants is usually integrated into the fuel cell stack itself,
supplying directly the heat required by the endothermic reforming
reactions.

On the other hand, many current R&D projects are focusing the
attention on alternative fuels for distributed power generation, in-
cluding methanol, di-methyl-ether �DME�, and ethanol. These fu-
els can be produced from a wide range of primary fuels �natural
gas, coal, biomass, etc.�, can be easily handled and can be fed to
a variety of energy conversion systems �fuel cells, gas turbines,
internal combustion engines� yielding high efficiency and low pol-
lutant emissions �9–16�.

Moreover, when used in SOFC hybrid systems most of these
alternative fuels can allow improvement of the energy manage-
ment of the power plant, due to their low reforming temperature
�for example, methanol reforms at about 250–300°C, whereas
DME reforms at about 300–400°C�. In this case, the fuel reform-
ing process can be even carried out outside the SOFC stack, thus
enhancing the recovery of the low temperature waste heat of the
MGT. Moreover, external reforming can also increase the partial
pressure of the hydrogen at the anode inlet, thus improving stack
efficiency.

In this paper, a comparative performance assessment of SOFC-
MGT plants fuelled by natural gas and methanol has been carried
out. In particular, the paper first compares the performance of
methane and methanol fuelled SOFC-MGT hybrid systems with
internal reforming. Then, the use of methanol in SOFC-MGT hy-
brid systems with internal and external reforming has been also
compared.

SOFC Modeling
The performance of the hybrid SOFC-MGT power plants con-

sidered here has been evaluated by means of the ASPEN PLUS™
simulation software, version 12.1 �17�. In particular, the ASPEN
model library, which includes many standard components used by

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Paper presented
at the ASME Turbo Expo 2006, Barcelona, Spain, May 8–11 2006, Paper No.
GT2006-90762. Manuscript received October 1, 2005; final manuscript received
February 1, 2006. IGTI Review Chair: R. S. Abhari.
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energy conversion systems �heat exchangers, pumps, turbines, re-
actors, etc.�, has been integrated with a dedicated fuel cell model.
The model simulates fuel cell performance by solving mass and
energy balances, for given values of the main operating param-
eters.

The fuel cell model has been developed referring to the
Siemens-Westinghouse tubular SOFC unit, essentially because
data are readily available from published sources. However, the
model can easily be modified to simulate different types of fuel
cells. Figure 1 shows the conceptual scheme of the internally re-
formed SOFC stack considered here. The fuel �methane or vapor-
ized methanol� is mixed with part of the anode exhaust gas �which
contains water produced by hydrogen oxidation� to supply the
steam required by the subsequent reforming process. The fuel/
steam mixture flows through the reforming section �RF�, where
the endothermic fuel reforming reactions take place. Obviously,
the reforming section is not required by the SOFC systems inte-
grated with an external reforming section.

As known, the methane reforming process is based on the fol-
lowing steam reforming reaction:

CH4 + H2O = CO + 3H2 − 206.3 kJ/mol �1�
As shown by Eq. �1�, the minimum steam-to-carbon molar ratio

�SCR� required to achieve complete methane reforming process is
1. However, the methane reforming reaction is always coupled
with the CO-shift reaction,

CO + H2O = CO2 + H2 + 41.4 kJ/mol �2�
which consumes additional steam, so that the stoichiometric SCR
value required to achieve maximum hydrogen production
�4 moles of H2 per mole of CH4� is 2.

Unlike methane, methanol can also be reformed without steam
through the following thermal decomposition reaction:

CH3OH = CO + 2H2 − 90.8 kJ/mol �3�
However, if steam is added to the methanol, the latter reaction

is coupled with the previous CO-shift conversion reaction. For
this reason, the stoichiometric SCR for attaining maximum hydro-
gen production �3 moles of H2 per mole of CH3OH� is 1.

In the fuel cell model considered here, reformed gas composi-
tion has been evaluated through reactions �1� and �2� for methane
and �3� and �2� for methanol, under the assumption of thermody-

namic equilibrium, calculated at the SOFC operating temperature.
The reformed fuel gas �composed essentially of H2, CO, CO2, and
H2O� flows through the fuel cell anode, where the hydrogen reacts
with the oxygen ions coming from the cathode. The only electro-
chemical anode reaction considered here is H2 oxidation owing to
its higher reaction rate with respect to the CO oxidation. However,
even the CO partakes indirectly in the anode electrochemical re-
actions, as it is converted to H2 by means of the CO shift conver-
sion reaction �2�. Therefore, the overall anode reactions are rep-
resented by the following two equations:

H2 + 1
2O2 = H2O �4�

CO + H2O = CO2 + H2 �5�
Anode and cathode exhaust gases are mixed together and fed to

the postcombustor �PC� to complete fuel conversion. As Fig. 1
shows, a suitable portion of the heat produced by the fuel cell
stack and postcombustor is directly recovered by the air preheater
�AH� and by the fuel reforming section �RF�. Stack heat losses
�QLOSS� are evaluated as a predetermined fraction of fuel cell
energy input.

The solution of the overall mass and energy balances of the fuel
cell requires the evaluation of both the voltage and the current
produced by the stack. As known, fuel cell efficiency depends on
its voltage, whereas power output is related to the voltage, current
density, and active area,

PFC = V · I = V · J · A �6�

where V denotes the voltage, I is the current, J is the current
density, and A is the active area. Common voltage values for
tubular SOFC stacks range from 0.5 to 0.8 V, whereas current
density range usually falls between 100 and 500 mA/cm2 �1,2�.
On the other hand, the current produced by the fuel cell is closely
related to the hydrogen molar flow nH2

consumed by the anode
reactions,

I = �nH2
�Consumed · 2 · F �7�

where F is Faraday’s constant �96,439 C/mol�.
For given stack voltage and power, Eqs. �4�–�7� are used to

calculate hydrogen and oxygen consumption. Since hydrogen
from the fuel and oxygen from the air are not completely con-
sumed by the electrochemical reactions, the mass flows of fuel
and air can be determined from the fuel and air utilization factors.
In particular, the fuel utilization factor UF is defined here as the
ratio of the mass flow of hydrogen consumed by the anode reac-
tions to that of hydrogen and CO fed to the anode �i.e., H2 and CO
contained in the reformed fuel gas�,

UF =
�mH2

�Consumed

�mH2
+ mCO�Anode inlet

�8�

Similarly, the air utilization factor UA is the ratio between the
mass flow of oxygen consumed by the cathode reactions and the
mass flow of oxygen fed to the cathode,

UA =
�mO2

�Consumed

�mO2
�Cathode inlet

�9�

UF commonly ranges between 60% and 90%, UA from 15% to
30%. Composition and mass flows of the different streams are
then calculated using the above equations for a predetermined
power produced by the fuel cell. Solving the overall energy bal-
ance gives the temperature of the stack exhaust gas. On the other
hand, solving the overall energy balance also gives the air mass
flow required for a desired flue gas temperature.

Overall performance of the SOFC stack is given by the net AC
power and by the net conversion efficiency, i.e., the ratio between
net power and chemical energy of the fuel,

Fig. 1 Conceptual scheme of the SOFC stack
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�FC =
PFC,AC

mF · LHVF
=

V · I

mF · LHVF
· �DC/AC �10�

where mF and LHVF are the mass flow and lower heating value of
the fuel at the stack inlet, and �DC/AC is the DC/AC conversion
efficiency. Since the power is proportional to the mass flow of fuel
consumed by the electrochemical reactions, SOFC efficiency lin-
early depends on cell voltage, for given values of the other oper-
ating parameters.

As known, actual voltage V depends on fuel cell type and on
the main operating parameters �current density, operating pressure
and temperature, oxidant and fuel composition, air and fuel utili-
zation factors, etc.�. For the purpose of the present study, the
correlation between voltage and the different operating parameters
has been evaluated with reference to published data. In particular,
input data to the model include voltage produced by the fuel cell
for a reference set of the main operating parameters �current den-
sity, pressure, temperature, fuel and oxidant composition, fuel and
air utilization factors�. The actual voltage is then calculated for the
actual set of operating parameters, using the published correla-
tions �1�.

As is well known the voltage produced by a fuel cell decreases
as current density increases. For a tubular SOFC, the voltage
variation �VJ �mV� produced by an increase in current density J
�mA/cm2� with respect to the reference value, can be determined
by means of the following equation:

�VJ = − 0.73 · �J − Jref� for 50 � J � 400
mA

cm2 �11�

Increasing SOFC stack operating temperature and pressure
yields higher voltages. Variation in voltage versus temperature T
and pressure p has been evaluated using the equations

�VT = 0.008 · �T − Tref� · J for 900 � T � 1050 ° C �12�

�Vp = 59 · log10� p

pref
�for 1 � p � 10 atm �13�

Fuel composition and fuel utilization factor both affect fuel cell
voltage as they produce variations in hydrogen and water partial
pressures at the anode with respect to the reference values. The
following correlation has been considered here for evaluating this
influence,

�VF = 172 · log10

�pH2
/pH2O�

�pH2
/pH2O�ref

for 0.9 �
pH2

pH2O
� 6.9 �14�

where pH2
and pH2O are the average hydrogen and water partial

pressures at the anode side of the stack.
Similarly, the influence of air composition and utilization factor

has been evaluated using the following equation:

�VA = 92 · log10

�pO2
�

�pO2
�ref

for 0.16 �
pO2

p
� 0.20 �15�

where pO2
is the average oxygen partial pressure at the cathode

side of the stack. The actual voltage of the SOFC can be deter-
mined by summing the voltage variations calculated using Eqs.
�11�–�15� and the reference voltage. Table 1 shows the reference
set of fuel cell operating parameters �2�.

Starting from the previous equations, Fig. 2 shows the voltage
and power density of a tubular SOFC versus current density for
different operating pressures, while Fig. 3 shows voltage and
power density versus fuel utilization factor for different operating
temperatures. Figure 2 shows that the choice of the best current
density leads to a compromise between high voltage �i.e., high
efficiency� and high power density �i.e., low active area and then
low stack cost�. Obviously it should be noted that, according to
Eq. �11�, Fig. 2 is accurate only for current densities lower than
400 mA/cm2. For given values of the other parameters, SOFC

performance improves with increasing stack pressure and tem-
perature, as well as with decreasing fuel utilization factor.

On the other hand, the influence of air utilization factor on
SOFC stack performance is of minor importance, as an increase in
UA from 15% to 40% only reduces voltage by about 5 mV.

Table 1 Reference set of the SOFC operating parameters

Cell voltage, Vref 0.59 V
Current density, Jref 300 mA/cm2

Operating cell temperature, Tref 900°C
Operating cell pressure, pref 1 atm
Fuel utilization factor, UF,ref

85%
Air utilization factor, UA,ref

25%
Fuel composition at the anode inlet 89% H2, 11% H2O, vol.
Air composition 21% O2, 79% N2, vol.

Fig. 2 Cell voltage and power density versus current density
and cell operating pressure

Fig. 3 Cell voltage and power density versus fuel utilization
factor and cell operating temperature
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SOFC-MGT Plant Configurations
A comparative performance assessment of SOFC-MGT power

plants fueled with natural gas �here assumed to be composed of
pure methane� and methanol has been carried out for the plant
configuration in Fig. 4. Also, methanol has been considered for
the plant configuration shown in Fig. 5.

In particular, Fig. 4 refers to the hybrid SOFC-MGT plant with
internal reforming. This configuration is similar to the recently
proposed hybrid SOFC-MGT plants and is based on an internally
reformed SOFC stack integrated with a recuperated micro-gas tur-
bine �3–6�. The air is first pressurized by the compressor �C�, then
heated in the recuperator �RC� before being supplied to the SOFC
stack. After expansion through the turbine �T�, the main portion of
the SOFC exhaust gas is cooled in the recuperator, whereas the
remainder is cooled in the fuel heat exchanger �FH� for preheating
the fuel. For a given preheated fuel temperature �taken here as
300°C�, the mass flow of exhaust gas required by the FH is cal-
culated by assuming its minimum exit temperature �120°C for

methane and 250°C for methanol�. Similarly, the temperature of
air exiting the recuperator is then calculated by assuming its mini-
mum temperature difference �50°C�. When methane is used as a
primary fuel, it enters the FH at ambient temperature �25°C�. On
the other hand, when methanol is used the heat from the two flue
gas streams exiting the RC and FH �both at about 250°C� can be
used to vaporize the liquid methanol, thus recovering the low
temperature exhaust heat. For this reason, the two streams are
mixed and fed to the fuel vaporizer �FV�, where the methanol is
preheated and vaporized. Therefore, the SOFC-MGT power plant
includes the fuel vaporizer �dotted lines of Fig. 4� only if the
primary fuel is methanol, and the latter enters the FH at about
110°C �that is its vaporization temperature at the fuel inlet pres-
sure�.

Figure 5 shows the configuration considered here for the
SOFC-MGT hybrid power plant with external methanol reform-
ing. The hybrid configuration of Fig. 5 is very similar to that
shown in Fig. 4. However, in this case, the fuel vaporizer is fed by
the methanol/water mixture, whereas the FH heat exchanger of
Fig. 4 has been replaced by the external steam reforming section.
The latter comprises the catalytic steam reforming section �RF�
and the superheating section �SH� of the methanol/steam mixture
produced by the FV. The temperature of the reformed fuel is as-
sumed to be the same as the preheated fuel of the hybrid plant
with internal reforming �300°C�. Moreover, the mass flow of ex-
haust gas required by the methanol reforming section has been
calculated assuming the minimum temperature difference inside
the RF �50°C�.

Comparative Performance Assessment of Methane and
Methanol Fueled SOFC-MGT Plants With Internal Re-
forming

The comparative performance assessment of the methane and
methanol fueled SOFC-MGT power plants has been carried out
for an air mass flow rate of 1 kg/s at the compressor inlet �i.e., a
140 kW-class MGT�. Pressure ratio and turbine inlet temperature
�TIT� of the MGT were kept constant during the analysis. Table 2
shows the main operating parameters considered in the analysis of
the hybrid SOFC-MGT plant.

Table 2 Main operating parameters of the SOFC-MGT plant

SOFC

Fuel composition 100% CH4 or 100%
CH3OH

Fuel LHV 50 MJ/kg CH4,
19.9 MJ/kg CH3OH

SOFC fuel inlet temperature 300°C
Stack operating temperature 900°C
Current density 300 mA/cm2

Pressure drop �% of inlet pressure� 4.0%
Heat losses �% of fuel energy input� 3.0%
DC/AC conversion efficiency 95%

MGT

Air mass flow 1 kg/s
Compressor inlet pressure drop 1.0%
Pressure ratio 4
Turbine inlet temperature 950°C
Compressor isentropic efficiency 81.0%
Turbine isentropic efficiency 84.0%
Minimum RC temperature difference 50°C
Minimum FH exit temperature 120°C
RC pressure drop �air side� 3.0%
FH and RC �gas side� pressure drop 5.0%
SH and RF �gas side� pressure drop 5%
FV pressure drop �gas side� 1.5%
Generator efficiency �including auxil.� 91%

Fig. 4 Configuration of the SOFC-MGT power plant with inter-
nal reforming

Fig. 5 Configuration of the SOFC-MGT power plant with exter-
nal methanol reforming
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As can be seen from Eqs. �1�–�3�, methane reforming is more
endothermic than methanol reforming. In particular, for the sto-
ichiometric SCR values �2 for methane and 1 for methanol�, the
reforming heat of methane is about 20.6% of its LHV, whereas
that of methanol is only 7.7% of its LHV. For this reason, to keep
constant the stack and turbine inlet temperatures of the SOFC-
MGT plant, with methanol more heat must be removed by the air.
Figure 6 reports the ratio between the heat required by the reform-
ing reactions and the heat removed by the air �QREF and QAIR of
Fig. 1, respectively� as a function of UF and SCR. The use of
methanol instead of methane significantly reduces the heat ratio
QREF/QAIR; moreover, the latter heat ratio also decreases with
increasing values of SCR and decreasing values of UF.

The increase of the air cooling requirements of the SOFC stack
fuelled by methanol significantly reduces the air utilization factor
UA. Figure 7 gives the air utilization factor for the methane and
methanol fuelled SOFC stack as a function of UF and SCR. Figure
7 shows that UA decreases from 24 to 32% �methane fuelled
SOFC stack� to 16 to 26% �methanol fuelled SOFC stack�, de-
pending on both UF and SCR. Moreover, for a given active area of
the stack, being constant the current density �300 mA/cm2�, the
decrease of UA increases the air mass flow, as shown by Eqs.
�6�–�9�. Since the comparative performance analysis has been car-
ried out for a fixed air mass flow rate �1 kg/s�, the increase of the
air cooling requirements significantly reduces the active area, and
then the power output of the SOFC stack.

Figures 8 and 9 show efficiency and power output of the meth-
ane and methanol fuelled hybrid SOFC-MGT plant, versus fuel
utilization factor UF, for given steam-to-carbon molar ratios. The
lower part of the same figures show efficiency and power output
of the stack as a function of the same parameters. The figures
indicate that for both fuels, an increase in UF improves efficiency
and power output of the stack, especially at lower SCRs. On the
contrary, an increase in SCR results in lower stack efficiency and
power output. The same trend has been observed for the overall
SOFC-MGT performance.

As known, high values of SCR reduce the performance of the
stack due to the hydrogen dilution produced by the increase of the
anode exhaust gas recirculation. Figure 10 reports the ratio be-
tween the average partial pressures of hydrogen and steam at the
anode of the stack. Figure 10 shows that the aforementioned par-
tial pressure ratio decreases with SCR and with UF; whereas, it
does not show any significant variation when methane is substi-
tuted by methanol, by using equivalent SCRs �as 1.0 for methanol

Fig. 6 Heat ratio QREF/QAIR for the internally reformed SOFC
stack fuelled with methane and methanol versus UF and SCR

Fig. 7 Air utilization factor of the internally reformed SOFC
stack fuelled with methane and methanol versus UF and SCR

Fig. 8 Efficiencies of the internally reformed SOFC stack and
the SOFC-MGT plant versus UF and SCR
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and 2.0 for methane�. However, SCRs that are too small are also
to be avoided as they can lead to carbon formation during the fuel
reforming process. So practical SCRs range between 1.5–2.0 for
methane and 0.5–1.0 for methanol. On the other hand, the UF
range for tubular SOFC stacks usually falls between 75% and
85%.

Similarly to Fig. 10, Fig. 11 shows the voltage of the stack
versus UF and SCR, for both methane and methanol. As expected,
for given values of p, T, and J, the cell voltage and the ratio
between the partial pressures of H2 and H2O show almost the
same behavior. Figure 11 shows that for equivalent SCRs, and in
particular for the stoichiometric values, the SOFC stack fuelled by
methane and methanol exhibit almost the same voltage. Being
here constant the current density �300 mA/cm2�, the power den-
sity shows the same behavior of the voltage.

For the same stoichiometric conditions, Figs. 8 and 9 show that
the SOFC-MGT power plants fuelled by methane exhibit higher
efficiencies, as well as higher power outputs. For example, with
UF=85% and SCR equal to 1.0 for methanol and 2.0 for methane,
the efficiency of the SOFC-MGT plant is about 64.4% for meth-
ane and 63.6% for methanol. Moreover, the use of methane in-
creases power output by about 20% �597 kW versus 501 kW�,
mainly due to the higher active area of the stack. Figure 8 also
reveals that the use of methanol in internally reformed SOFC-
MGT power plants could give a significant efficiency gain only
with SCR=0 �simple thermal decomposition process� and for the
highest values of UF.

Analysis of the lower part of Figs. 8 and 9 reveals that replac-
ing methane with methanol negatively affects SOFC stack perfor-
mance, as the latter always results in a reduction in both stack
efficiency and power output. The inferior performance of the

methanol fuelled stack is associated mainly with the different heat
management inside the stack. On the other hand, Fig. 12 shows
that the different heat management leads to a decrease of the
power ratio PSOFC/ PMGT; for equivalent SCRs �SCR=2 for meth-
ane and SCR=1 for methanol� and UF in the range 75–85%, the
power ratio is about 3.2–3.3 for methane and about 2.4–2.6 for
methanol.

In spite of the substantially inferior stack performance, the use
of methanol improves exhaust heat recovery thanks to the fuel
vaporizer �FV�, which preheats and vaporizes the methanol using
the low temperature exhaust gas from the recuperator �RC� and
the fuel preheater �FH�.

Fig. 9 Power outputs of the internally reformed SOFC stack
and the SOFC-MGT plant versus UF and SCR

Fig. 10 Ratio of the average partial pressures of H2 and H2O
versus UF and SCR

Fig. 11 Voltage of the internally reformed SOFC stack versus
UF and SCR
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By recovering the exhaust heat, the final temperature of the
final flue gas is reduced from 270°C �methane fuelled SOFC-
MGT power plant� to 235°C, thus enhancing efficiency of the
hybrid power plant.

Comparative Performance Assessment of Internal
Versus External Methanol Reforming

The analysis of the hybrid SOFC-MGT power plants described
above has essentially demonstrated that methane leads to a
slightly higher efficiency and to a remarkably higher power out-
put. However, methanol has a substantially lower reforming tem-
perature than methane, and can become a more attractive propo-
sition when externally reformed.

In particular, the performance of an externally reformed metha-
nol fuelled SOFC-MGT plant �Fig. 5� has been compared with the
hybrid plant that used internal reforming �Fig. 4�, again referring
to the operating parameters given in Table 2. The main difference
introduced by the external reforming process is the increase in the
low temperature heat recovered through the FV and the different
heat management of the SOFC stack due to the absence of the
internal reformer.

In the case of external reforming, the SOFC stack is directly fed
by the reformed fuel gas, so the heat produced by the electro-
chemical and combustion reactions must be completely removed
by the air. However, external methanol reforming also requires
that a greater portion of the flue gas exiting the turbine must be
sent to the reforming section, with a corresponding lower heat
load available for the recuperator and consequently a lower air
temperature at the stack inlet.

Figure 13 shows that the air temperature is about 636°C for the
hybrid plant with internal reforming �according to the recuperator
minimum temperature difference of 50°C�, whereas for the exter-
nal reforming it ranges from 550°C to 620°C �according to the
reformer minimum temperature difference of 50°C�. Besides, the
higher air temperatures are related to the higher SCRs. Overall, as
Fig. 14 shows, external reforming leads to a lower air utilization
factor, even if UA decreases significantly only for the lower values
of UF.

Figures 15 and 16 show the efficiency and power output of the
methanol-fuelled hybrid SOFC-MGT power plant with internal

and external reforming, versus UF and SCR. The lower part of the
figures also shows the efficiency and power output of the SOFC
stack as a function of the same parameters. For given values of UF
and SCR, the shift from internal to external methanol reforming
enhances SOFC stack efficiency significantly, especially at the
higher UF and SCRs. In fact, for external reforming process, an-
ode gas recirculation is not required, thus no hydrogen dilution
takes place at the anode inlet, resulting in higher cell voltage.
What is more, during the external reforming process the CO shift
reaction, Eq. �2�, reaches equilibrium conditions at a lower tem-
perature �300°C instead of 900°C�. Since this reaction is favored
at low temperatures, the hydrogen content of the reformed fuel

Fig. 12 Power ratio PSOFC/PMGT for the internally reformed hy-
brid SOFC-MGT plant versus UF and SCR

Fig. 13 SOFC air inlet temperature and flue gas exit tempera-
ture of the internally and externally reformed hybrid plant fu-
elled with methanol versus UF and SCR

Fig. 14 Air utilization factor of the internally and externally
reformed SOFC stack fuelled with methanol versus UF and SCR

484 / Vol. 129, APRIL 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



gas produced by the external reforming process is very high
�about 65–70%�. On the other hand, the absence of a suitable
catalyst inhibits the reverse CO shift reaction when the tempera-
ture rises from the stack inlet to the anode inlet �18�. According to
this, Fig. 17 reports the ratio between the average partial pressures
of hydrogen and steam at the anode of the stack. Figure 17 shows
that the shift from internal to external reforming significantly in-
creases the aforementioned partial pressure ratio. Similarly to Fig.
17, Fig. 18 shows the cell voltage as a function of the same pa-
rameters. In particular, for UF=85% and SCR=1, the partial pres-
sure ratio is about 0.6 in the case of internal reforming and 1.1 in
the case of external reforming; the corresponding values of the
cell voltage are 0.585 V and 0.68 V.

As can be seen from Fig. 15, corresponding stack efficiencies
are 45.7% and 50.3%. Moreover, Fig. 15 also shows that, for a
given UF, maximum efficiency of the hybrid SOFC-MGT plant is
achieved for SCR=0.5, even if the difference between SCR=0.5
and SCR=1 is only minor �less than 0.4 percentage points�.

On the whole, the improvements in SOFC stack performance
and the better exhaust heat recovery achieved with the external
reforming, produces significant efficiency and power output gains
for the hybrid SOFC-MGT power plant. Moreover, the increase of
the fuel mass flow leads to a higher mass flow of the SOFC
exhausts and then to a higher MGT power output.

Table 3 compares the main performance of the three hybrid
plants considered here for UF=85%. The efficiency of the hybrid
plant is about 68.5% for the externally reformed methanol and
63–64% for the plants with internal reforming of methanol and
methane. Moreover, the external reforming process also increases
power output by about 16% �from 501 kW to 579 kW�, giving a

Fig. 15 Efficiencies of the SOFC stack and the SOFC-MGT
plant versus UF and SCR, using internal and external methanol
reforming

Fig. 16 Power outputs of the SOFC stack and the SOFC-MGT
plant versus UF and SCR, using internal and external methanol
reforming

Fig. 17 Partial pressures ratio of H2 and H2O versus UF and
SCR, using internal and external methanol reforming
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final power output similar to that achieved for the methane fuelled
SOFC-MGT plant �597 kW�. Owing to the lower SOFC cooling
requirements, the external reforming process leads to a slight in-
crease in the fuel cell area.

Conclusions
The performance assessment carried out in this paper has dem-

onstrated that methanol can be a very attractive fuel for SOFC-
MGT power plants, especially when reformed externally.

Simply replacing methane with methanol in SOFC-MGT power
plants with internal reforming yields only a small efficiency de-

crease, though power output decreases by about 16%. However,
the low reforming temperature of methanol �about 250–300°C�
enhances the efficiency of the hybrid plant. In fact, the reformer
can be sited outside the SOFC stack, improving low temperature
exhaust heat recovery. Moreover, SOFC stack performance is also
enhanced by external methanol reforming, since a higher hydro-
gen partial pressure is attained at the anode inlet, and correspond-
ingly higher cell voltage. Thus, using methanol in SOFC-MGT
power plants with external reforming improves efficiency signifi-
cantly, giving power outputs similar to methane.

It should be observed that the present study is based on the
assumption of a constant current density �300 mA/cm2�. Obvi-
ously, the result would be different if the voltage and current
density values were assumed to maximize the power density and
then to minimize the active area.

The performance of hybrid SOFC-MGT power plants could
also be enhanced using other fuels with low reforming tempera-
tures, such as ethanol and DME. Clearly, a more in-depth com-
parative performance analysis of differently fuelled power genera-
tion systems entails an energy, environmental, and economic
assessment of the entire energy chain from the primary fuel up to
the electricity generated.
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Nomenclature
A � Fuel cell active area
F � Faraday’s constant
I � current
J � current density

m � mass flow rate
n � molar flow rate
p � pressure
P � power
T � temperature

UA � air utilization factor
UF � fuel utilization factor

V � voltage
� � efficiency

Acronyms
LHV � lower heating value

MCFC � molten carbonate fuel cell
MGT � micro gas turbine
SCR � steam-to-carbon ratio

SOFC � solid oxide fuel cell
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Nonlinear Rotordynamics
of Automotive Turbochargers:
Predictions and Comparisons
to Test Data
Passenger vehicle turbochargers (TCs) offer increased engine power and efficiency in an
ever-competitive marketplace. Turbochargers operate at high rotational speeds and use
engine oil to lubricate fluid-film-bearing supports (radial and axial). However, TCs are
prone to large amplitudes of subsynchronous shaft motion over wide ranges of their
operating speed. Linear rotordynamic tools cannot predict the amplitudes and multiple
frequency shaft motions. A comprehensive nonlinear rotordynamics model coupled to a
complete fluid-film-bearing model solves in real time the dynamics of automotive turbo-
chargers. The computational design tool predicts the limit cycle response for several
inner and outer film clearances and operating conditions including rotor speed and
lubricant feed pressure. Substantial savings in product development and prototype testing
are the benefits of the present development. The paper presents predictions of the linear
and nonlinear shaft motion of an automotive turbocharger supported on a semi-floating
ring bearing. The shaft motion predictions are compared to measurements of shaft motion
at the compressor nose for speeds up to 240 krpm, and for lubricant inlet pressure of
4 bar at 150°C. Linear and nonlinear rotordynamic models reproduce very well the test
data for synchronous response to imbalance. The nonlinear results show two subsynchro-
nous whirl frequencies whose large magnitudes agree well with the measurements. A
large side load predicted for this turbocharger must be considered for accurate predic-
tion of the rotordynamic response. �DOI: 10.1115/1.2204630�

Introduction
Most commercial automotive turbochargers incorporate engine

oil lubricated floating ring bearings �FRBs� due to their low cost
and reduced power losses �1,2�. Passenger vehicles TCs are more
compact units that implement semi-floating ring bearings �SFRBs�
with integral thrust bearings. FRBs comprise two fluid films in
series with the ring spinning at a fraction of shaft speed. SFRBs
are similar, except that the floating ring is pinned to prevent its
rotation; thus, the outer film acts as a squeeze film damper. In �3�,
turbochargers supported on SFRBs have shown less power loss
��28% � than those utilizing FRBs with identical clearances, thus
making more power available to drive the compressor or a lower
requirement from the turbine, resulting in lower back pressure on
the engine.

Persistent subsynchronous motions are present in rotor-bearing
systems with a fully floating ring design, albeit reaching limit
cycles that enable their continuous operation �2,4,5�. The lubri-
cated bearings with inner and outer films acting in series are the
source of the rotordynamic instabilities �6–8�. The dynamic re-
sponse of lubricated TCs is thus highly nonlinear. The amplitudes
and frequency content of the sub synchronous motions cannot be
predicted using conventional linear rotordynamics tools �9–11�.
More often, however, simple linear rotor-bearing models predict
instability regions over wide operating speed ranges; while test
measurements demonstrate stable performance due to a number of
effects not accounted in the simple analysis. The uncertainty in
actual rotor imbalance levels as well as thermal effects affecting
the lubricant viscosity and actual film clearances are a few notable

factors �see, for example, �2,4��. Due to the lack of accurate and
efficient predictive tools, turbocharger rotordynamic design fol-
lowed, until recently, costly test stand iteration �12,13�.

The demand for maximum turbocharger speed and variable ge-
ometry technology continues to increase, thus requiring the devel-
opment of lighter materials with higher strengths. Bearing systems
in automotive turbochargers currently perform under extreme op-
erating conditions with attendance to stringent environmental con-
siderations. Present applications use low viscosity �light� lubri-
cants delivered at high operating temperatures �up to 150°C� and
with reduced feed pressures �14�. In 2000, a prominent turboma-
chinery manufacturer along with a university research laboratory
initiated an ambitious research program to develop physical mod-
els and fast computational programs to reliably predict the non-
linear rotordynamic performance of passenger and commercial
vehicle turbochargers. The ultimate goal is to deliver an experi-
mentally validated design tool that accounts for the actual operat-
ing conditions in turbochargers, including accurate modeling of
the forced response of the fluid film bearings and full integration
with a comprehensive rotordynamics response program. Substan-
tial savings in product development and prototype testing are the
major expected benefits.

Within the scope of the project outlined above, Naranjo et al.
�15� introduced the rudiments of FRB analysis along with experi-
mental validation in a low speed test rotor. Later, Holt et al.
�16–18� present a complete nonlinear rotordynamics model and
comprehensive measurements of casing acceleration in a high
speed TC unit supported on FRBs. The experiments show the
effects of increasing lubricant inlet pressure and temperature on
the complex TC dynamic response for shaft speeds to 100 krpm.
The nonlinear rotor model incorporating the FRB reaction forces
in the numerical integration of the rotor equations of motion pre-
dicts the limit cycle amplitudes with two fundamental subsynchro-
nous whirl frequencies. The predictions, validated by the test data,
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evidence two �unstable� whirl ratios at approximately one-half
ring speed and one-half ring speed plus one-half journal speed.
The transient nonlinear responses reveal the importance of rotor
imbalance in suppressing the subsynchronous instabilities at large
rotor speeds as also observed in the experiments.

Kerth and San Andrés �19� present the flow model for predic-
tion of FRB forced response—linear and nonlinear. This model
incorporates a lumped parameter thermal energy balance for esti-
mation of the lubricant viscosity and thermal growth of the rotor,
bearing and floating ring. The FRB model, fully integrated into
the nonlinear rotordynamics computational program, predicts the
floating ring speed, journal and ring eccentricities, power loss, and
the inner and outer films’ rotordynamic force coefficients as a
function of the load applied at a given rotor speed. Knowledge of
the actual load conditions—static and dynamic—and the changes
in operating clearance and effective lubricant viscosity are of ut-
most importance to estimate accurately the dynamic forced re-
sponse of turbochargers. In �19�, predictions for the exit lubricant
temperature, power losses, and floating ring speeds agree well
with measurements obtained in an automotive turbocharger test
rig.

References �18,19� include extensive literature reviews of the
prior art in turbocharger dynamics analysis and modeling of
FRBs, along with test programs attempting to validate model pre-
dictions. Analyses based on linearized bearing force coefficients
have been, for the most part, unsuccessful since the actual nonlin-
ear TC response, i.e., limit cycle amplitudes and subsynchronous
frequencies, cannot be predicted. Nonetheless, linearized analyses
for simple rotor-bearing systems �e.g., �5–8��, do offer insight into
the intricate response of turbochargers, rich in subsynchronous
motions. The present computational development, based on the
time-marching numerical integration of the rotor-bearing nonlin-
ear equations of motion, continues earlier work given in �10,11�.
The computer program, emulating a virtual laboratory for evalu-
ation of rotor-bearing systems dynamic performance, is relatively
fast due to the significant advances in high processing computer
technology. The application to semi-floating rotor-bearing system
of a passenger car turbocharger shows good correlation between
predicted and measured steady-state shaft motions. The predictive
tool can be used to design high performance products with faster
product development cycle times and increased product reliability.

Test Turbocharger and Measurements
Figure 1 depicts a photograph of the test turbocharger rotor and

its semi-floating ring bearing �SFRB� support. The small rotor is
comprised of a long and thin shaft with one end welded to the
turbine wheel. The other shaft end is threaded for installation of
the compressor wheel, pushing the thrust collar towards the shaft
shoulder. The turbine and compressor are made of high structural

strength and lightweight materials �low inertia�. For the experi-
ments, the rotor was modified to include an aluminum sleeve at
the compressor nose for measurement of shaft motions.

The semi-floating ring is a thick and long structural element
made of a common material. The rotor and SFRB when installed
in its casing give rise to an outer film and an inner film on both the
compressor and turbine sides. A feed port on the casing supplies
lubricant into the middle plane of the floating ring. On the other
side, a pin locking the ring prevents its rotation. The inner diam-
eter of the ring, at the location of the inner film land, is machined
to form a four-pad bearing with deep axial grooves. The outer film
bearing is a plain cylindrical geometry. Pressurized lubricant flow-
ing from the feed port lubricates the ends of the fluid film lands,
inner and outer.

Experiments recording the TC shaft motions were conducted
with a commercial lubricant �5 W-30� supplied at a nominal inlet
temperature of 150°C and feed pressures ranging from 1 to 4 bar.
The lubricant has a nominal viscosity of 2.76 cPoise at the supply
condition. The low lubricant viscosity and high supply tempera-
ture responds to severe environmental constraints required in
modern passenger vehicle.

Calibrated imbalances ��0.1 gram mm� were inserted at the
nose and back face of the turbine and compressor wheels and at
the same angular location �in-phase�. The imbalance distribution
used denotes a most severe condition, as per the manufacturer
considerations. In the experiments, a hot gas drove the turbine to
a top speed of 243 krpm �4.0 kHz�. Upon achieving a steady-state
condition, the shaft motions at incremental rotor speeds were col-
lected using a dynamic signal analyzer and a digital oscilloscope
displaying the shaft orbital motions of the shaft at the compressor
end. Fast Fourier transform �FFT� collected data has a maximum
span of 6.4 kHz with frequency increments of 16 Hz �400 lines�.

Figure 2 shows a waterfall of the recorded shaft vertical dis-
placement for a 4 bar lubricant feed pressure as the rotor ramps up
from 29.7 to 243.6 krpm. In the graph, the horizontal axis displays
the frequency content of shaft motion, while the vertical axis de-
notes the amplitude of shaft motion. The shaft displacements are
shown in dimensionless form, relative to the physical limit at the
location of measurement. The continuous line denotes the syn-
chronous frequency components. The test results show the domi-
nance of subsynchronous frequency motions over the whole shaft
speed range, 29.7 to 243 krpm. The shaft synchronous amplitude
peaks at the lowest rotor speed and decreases slowly as the rotor
speed increases. However, the shaft subsynchronous motions are
of large amplitude with significant changes over the test speed
range. A filter analysis of the collected data produces the compo-
nents of synchronous and subsynchronous shaft motions. A dis-
cussion of the test results is given below, along with the numerical
predictions.

Turbocharger Rotor and Semi-floating Ring Bearing
Figure 3 displays the finite element structural models for the

rotor and semi-floating ring bearing, each represented by 45 and 4

Fig. 2 Waterfall of turbocharger measured shaft displacement
versus frequency. Shaft speed ranges from 29.7 krpm to
243.8 krpm. 4 bar „150°C… oil feed pressure. Vertical eddy cur-
rent sensor „compressor side….

Fig. 1 Photograph of automotive turbocharger supported on
semi-floating ring bearings
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elements, respectively. Inertia properties of the turbine, compres-
sor, and thrust collar are included at the appropriate locations. Rap
tests with the TC rotor hung from wires allow measuring its free-
free mode natural frequencies and mode shapes. Two miniature
piezoelectric, accelerometers, each 1 g in weight, were affixed on
the rotor; one reference transducer remained at the turbine end,
while the other roamed along the test rotor.

Figure 4 shows the measured and predicted free-free mode
shapes. The first two natural frequencies recorded equal 1.07 and
4.77 kHz �±120 Hz�, and the predicted values are 1.046 and
4.98 kHz, respectively. The agreement between predictions and
measurements, both for natural frequencies and mode shapes, is
excellent; thus lending validity to the structural rotor model de-
veloped. Note that rotor material properties at ambient conditions
were used for the predictions.

Holt et al. �17,18� describe the integration of a rotordynamics
computational program �20� to the thin film fluid flow model for
prediction of the reaction loads in fully floating and semi-floating
ring bearings. The rotordynamics finite element �FE� program,
based on the component-synthesis method �21�, predicts the linear
stability �damped eigenvalues� and synchronous response of a ro-
tor supported on bearings represented by linearized stiffness and
damping force coefficients. The program, which also includes
simple models for typical nonlinear mechanical elements, features
a time transient numerical solution procedure for prediction of
rotor responses to applied loads including shock and maneuver
and initial conditions �blade simulations, for example�.

Kerth and San Andrés �19� detail the FE analysis of the laminar
flow �Reynolds� equations for each fluid film along with a lumped
parameter thermal model. The computational model for a �semi-�
floating ring bearing predicts its forced performance as a function
of the bearing geometry, applied load, shaft speed and lubricant
properties, including shear thinning effects. The model does ac-
count for the temperature raise within each film, inner and outer,
affecting the lubricant viscosity and operating clearances at each
shaft speed.

The prediction of the nonlinear transient response of the TC
rotor supported on the semi-floating ring bearings requires

�a� estimation of the static loads acting on each bearing;
�b� calculation of the equilibrium conditions for each

film, namely, static eccentricity and attitude angle of
journal and ring, temperature rise, and operating clear-
ances and effective viscosities for both films in series;

�c� calculation of stiffness and damping force coefficients
for the inner and outer films at the equilibrium posi-
tion;

�d� integration of the actual SFRB operating conditions
and side load into the rotordynamics program for pre-
diction of system eigenvalues �damped natural fre-
quencies and mode shapes� and the linear or nonlinear
response due to a prescribed imbalance distribution.

Natural Frequencies and Associated Mode Shapes
Figure 5 depicts a map of the predicted damped natural fre-

quencies versus shaft speed. The linear analysis relies on the
specification of the stiffness and damping force coefficients for the
inner and outer films at the turbine and compressor bearings. The
graph also displays the rotor mode shapes at a shaft speed of
100 krpm. The rotor-bearing system critical speeds are noted on
the intersection of the synchronous line �1X� with each of the
natural frequencies. The lowest natural frequency ��200 Hz� cor-
responds with a rigid body conical �planar� mode shape. The other
natural modes show increasing degrees of rotor bending, with

Fig. 3 Structural FE model of turbocharger rotor and semi-
floating ring bearing. Location of mass imbalance planes
noted.

Fig. 4 Free-free mode shapes for turbocharger rotor—
predictions and measurements at room temperature

Fig. 5 Predicted damped natural frequencies versus shaft
speed for test turbo charger rotor. Damped natural modes
shown for shaft speed�100 krpm.
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large motions at the compressor end, except for backward whirl
mode 4. All modes are well damped �i.e., absence of instabilities�
at all shaft speeds. The test data, on the other hand, show subsyn-
chronous whirl motions over the whole speed range, thus demon-
strating the limited applicability of the linear eigenvalue analysis.

Predictions of Shaft Motion and Comparisons to Test
Data

The numerical integration of the nonlinear equations of motion
for the rotor-SFRB system was conducted for the same test shaft
speeds, 29.7 krpm �0.5 kHz� to 243 krpm �4.05 kHz�, and lasting
a sufficiently “long time” to warrant the prediction of a steady-
state motion condition. A time step fixed at 78 �s renders a maxi-
mum frequency span equal to 6.4 kHz, similar to the signal ana-
lyzer setting recording the experiments. In most cases, the total
time for integration of the governing equations lasts �3/4 s, with
only the “s-s” portion being analyzed giving a lowest frequency
step of 6.25 Hz �2048 data points�. In the measurements, a 16 Hz
frequency step was used.

Post-processing mathematical software allows the comprehen-
sive analysis of the nonlinear time response predictions to deter-
mine the amplitude and frequency content of the shaft motion
over pre-selected time spans. FFTs are calculated with a sampling
frequency of the same order as in the experiments, namely
12.5 Hz �1024 data points�.

Figure 6 displays a waterfall graph of the predicted steady-state
shaft motions at the compressor nose. The amplitudes are dimen-
sionless relative to the physical limit of shaft displacement at the
measurement plane. Note that, as with the experimental measure-
ments, the predictions show persistent subsynchronous motions
over the entire shaft speed range. Synchronous amplitude �1X�
motions are but a small fraction of the total shaft motion at the
compressor end. Figure 7 compares, at shaft speeds equal to 127
and 205 krpm, the FFTs of shaft motion acquired from the test
data and the ones derived from the predicted nonlinear response.
There is good agreement on the amplitudes of synchronous mo-
tion as well as on the location of the subsynchronous frequencies.

The waterfalls of shaft motion shown in Figs. 2 and 6 for tests
and predictions, respectively, reveal a complex rotor response rich
in subsynchronous activity. The test data and FFT predictions are
filtered to capture the amplitude and frequency of the peak re-
sponses, including the synchronous components. The threshold
amplitude for the analysis is 4% of the physical limit.

Figure 8 shows the total amplitude of shaft motion at the com-
pressor end versus speed for both the test data and the nonlinear

predictions. The size of the limit cycle orbit defines the total mo-
tion. The numerical data is analyzed over a time span that captures
motions with a minimum frequency equal to 50 Hz. In general,
the nonlinear predictions correlate very well with the test data at
low and high shaft speeds. Predicted total motions are larger than
test amplitudes in the speed range from 70 to 166 krpm, although
well below the physical limit. An explanation of the differences
follows later.

Figure 9 depicts the experimental and predicted amplitudes of
synchronous �1X� motions versus shaft speed. The predictions
shown are linear and nonlinear, with the nonlinear denoting the
motion amplitudes synchronous with shaft speed as extracted

Fig. 6 Waterfall of predicted nonlinear „vertical… shaft motions
at compressor end. Rotor range speed 29.7 to 244 krpm. 4 bar
lubricant feed pressure. Amplitude refractive to maximum
physical limit.

Fig. 7 FFTs of shaft motion at compressor end for rotor
speeds equal to 127 krpm „bottom… and 205 krpm „top…. Com-
parison of nonlinear predictions to test data. Note amplitudes
at subsynchronous frequencies.

Fig. 8 Amplitudes of total motion at compressor end versus
shaft speed. Comparisons between test data and nonlinear pre-
dictions. Oil feed pressure�4 bar „150°C….
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from the FFTs of the transient time response. The linear predic-
tions, on the other hand, show the response to imbalance obtained
with the �linearized� SFRB stiffness and damping coefficients for
the inner and outer films. Recall that these force coefficients are
calculated from small-amplitude perturbations of the journal and
floating ring at their static equilibrium position. The rotordynam-
ics software calculates the linear imbalance response very rapidly,
while the nonlinear predictions need more computational time to
be completed.

The nonlinear �synchronous response� predictions agree very
well with the test data over the entire speed range. The linear
response, on the other hand, predicts larger amplitudes at a lightly
damped critical speed at 30.8 krpm �514 Hz� that represents rotor
mode 3, i.e., the one with the compressor end “ringing” �see Fig.
5�. Above the critical speed, the amplitudes of synchronous mo-
tion steadily decrease as the rotor operates well above any natural
frequency. The rationale for the discrepancies between the mea-
sured data and nonlinear predictions are ascribed to the uncer-
tainty in the �used� imbalance masses and their exact location in
the rotor model. It is important to note that the linear analysis
could be used effectively to predict the synchronous rotor re-
sponse, in spite of the apparent nonlinearities.

In the analysis, a whirl frequency ratio �WFR� relates a whirl
frequency to the shaft angular frequency �synchronous speed�.
Figure 10 depicts the frequency and WFR of the subsynchronous
motions versus shaft speed in the top and bottom graphs, respec-
tively. The test data shows two main subsynchronous frequencies
that increase as the shaft speed raises. At the lowest shaft speeds,
the whirl frequencies appear to coincide with the first two natural
frequencies �modes 1 and 2�. The nonlinear predictions for sub-
synchronous whirl frequencies agree very well with the measure-
ments, albeit showing a third �unstable� higher subsynchronous
frequency not evident in the tests. The WFRs decay steadily as the
shaft speed increases; most notably, the second test whirl fre-
quency is approximately two times the lowest WFR. The results
demonstrate that the unstable shaft motions refer to excitations of
the conical mode and its harmonics. The whirl frequencies track-
ing the shaft speed are particular to the operation of the nonrotat-
ing outer films �SFRB� acting as uncentralized squeeze film
dampers.

Figures 11�a�–11�c� shows the amplitude of subsynchronous
motions versus shaft speed �top graph� and whirl subsynchronous
frequency �bottom graph�. The continuous lines shown in the fig-
ures are hand-drawn and attempt to evidence characteristic trends
mainly from the test data. The graphs display the intricacy of the
test results and predictions. At a particular shaft speed, one or
more subsynchronous amplitudes of motion are apparent. Con-
versely, subsynchronous amplitudes may also occur at more than

one shaft speed. The results depicted intend to evidence trends of
importance, for example persistent motions at a particular low
frequency. The experiments and predictions indicate the largest
motion occur at the lowest test rotor speed �29.7 krpm� with a
frequency of �200 Hz �WFR=0.35–0.43� coinciding with the
�self-� excitation of the rotor conical mode. As the shaft speed
increases to 127 krpm, the predicted and test derived amplitudes
decrease steadily. For higher shaft speeds, there is a notable in-
crease in subsynchronous motions with the test data showing
larger amplitudes at the top shaft speed.

Figure 11�b� depicts the experimental amplitudes of subsyn-
chronous motion to be confined in a narrow frequency range—
200 to 800 Hz—which spans the first three natural modes of vi-
bration �see Fig. 5�. The hand-drawn continuous lines intend to
show trends for the test data. For example, the largest amplitudes
appear to correspond with the lowest mode of natural vibration
and its 2nd harmonic ��200 Hz and 400 Hz� and decreasing in
magnitude as the whirl frequency increases. The nonlinear predic-
tions show similar trends, except for the appearance of the third
whirl frequency in the range from 600 to 900 Hz.

Closure
Turbochargers are used in passenger vehicles to increase the

overall efficiency and reduce emissions of internal combustion
engines. Presently, automotive turbochargers operate at higher
shaft speeds to increase their boosting power while using much
lighter lubricants. Turbochargers using lubricated fluid film bear-
ing show shaft motions with one or more subsynchronous fre-

Fig. 9 Amplitudes of synchronous shaft motion versus shaft
speed. Comparisons between test data and linear and nonlin-
ear predictions. Oil feed pressure�4 bar „150°C….

Fig. 10 „a… Whirl frequency of subsynchronous motions and
„b… whirl frequency ratios versus shaft speed. Comparisons be-
tween nonlinear predictions and test data. Lines represent
damped natural frequencies „linear analysis…. Oil feed
pressure�4 bar „150°C….
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quencies, typically of large amplitude, and leading to limit cycle
performance. Linear rotor dynamics analyses cannot reproduce
the actual limit cycle motions.

In spite of the complexity of the measured and predicted rotor
responses, i.e., rich in subsynchronous frequencies and ampli-
tudes, the nonlinear results from the comprehensive predictive
model replicate most of the trends, including amplitudes of limit
cycle motion and subsynchronous whirl frequencies. The nonlin-
ear predictions are in good agreement with the test data, thus
validating the comprehensive computational model developed.

The usefulness of the predictive tool developed, however, can
best be appreciated by performing an analysis of the myriad of
other calculated variables that become available upon completion
of the program execution. The current program delivers shaft mo-
tions at any station in the rotor, including the bearings, as well as
the transmitted forces to the casing. Trends in shaft static motions,
whirl orbits, lubricant exit temperatures, etc. are easily graphed
for ready analysis. Even digital video clips of transient shaft mo-
tion can be generated automatically. The computational design
tool effectively aids to design better turbocharger products with
increased reliability and in less development time. Future publi-
cations will continue to detail further predictions and comparisons
to test data.

Acknowledgment
The support of Honeywell Turbo Technologies is gratefully ac-

knowledged, in particular for preparing the turbocharger test bed
and collecting the comprehensive experimental results. Graduate
student J.C.R. thanks Honeywell’s engineering staff for their guid-
ance and insight.

References
�1� Hill, H. C., 1958, “Slipper Bearings and Vibration Control in Small Gas Tur-

bines,” Trans. ASME, 80, pp. 1756–1764.
�2� Trippett, R. J., and Li, D. F., 1983, “High-Speed Floating-Ring Bearing Test

and Analysis,” ASLE Trans., 27�1�, pp. 73–81.
�3� Macinnes, H., and Johnston, A., 1982, “Comparison of Power Loss Between

Full Floating and Semi-Floating Turbocharger Bearings,” Proceedings of
IMechE Conference on Turbocharging and Turbochargers, London, Paper
C46/82, pp. 157–164.

�4� Tatara, A., 1970, “An Experimental Study of the Stabilizing Effect of Floating-
Bush Journal Bearings,” Bull. JSME, 13�61�, pp. 859–863.

�5� Holmes, R., Brennan, M. J., and Gottrand, B., 2004, “Vibration of an Auto-
motive Turbocharger–A Case Study,” Proceedings of the 8th International
Conference in Vibrations and Rotating Machinery, IMechE Wales, UK, Paper
C623/011/2004, pp. 445–455.

�6� Tanaka, M., and Hori, Y., 1972, “Stability Characteristics of Floating Bush
Bearings,” Trans. ASME, 94, pp. 248–259.

�7� Tanaka, M., 1996, “A Theoretical Analysis of Stability Characteristics of High
Speed Floating Bush Bearings,” Proceedings of the 6th International Confer-
ence on Vibrations in Rotating Machinery, IMechE Conference Transaction
1996-6, London, Paper C500/087/96, pp. 133–142.

�8� Tanaka, M., 2002, “A Parametric Study of the Stability of High-Speed Floating
Bush Journal Bearings,” Proceedings of the 6th IFToMM International Con-
ference on Rotor Dynamics, Sydney, Australia, 2, pp. 549–555.

�9� Rohde, S. M., and Ezzat, H. A., 1980, “Analysis of Dynamically Loaded
Floating-Ring Bearings for Automotive Applications,” ASME J. Lubr. Tech-
nol., 102, pp. 271–277.

�10� Li, C. H., and Rohde, S. M., 1981, “On the Steady State and Dynamic Perfor-
mance Characteristics of Floating Ring Bearings,” ASME J. Lubr. Technol.,
103, pp. 389–397.

�11� Li, C., 1982, “Dynamics of Rotor Bearing Systems Supported by Floating ring
Bearings,” ASME J. Lubr. Technol., 104, pp. 469–477.

�12� Sahay, S. N., and Thouvenin, D., 1993, “Turbocharger Noise, Generating
Mechanisms and Control,” Noise, 93, pp. 269–277.

�13� Sahay, S. N., and LaRue, G., 1996, “Turbocharger Rotordynamic Instability
and Control,” Proceedings of the 8th Workshop on Instability in Rotating Ma-
chinery, Texas A&M University, College Station, TX, pp. 1–11.

�14� Gjika, K., 2003, “Turbocharger Bearing Systems Technology,” Garrett Booster
Magazine, March, pp. 6–11.

�15� Naranjo, J., Holt, C., and San Andrés, L., 2001, “Dynamic Response of a Rotor
Supported in a Floating Ring Bearing,” Proceedings of the 1st International
Conference in Rotordynamics of Machinery, ISCORMA1, Lake Tahoe, NV,
Paper 2005.

�16� Holt, C., San Andrés, L., Sahay, S., Tang, P., LaRue, G., and Gjika, K., 2003,
“Test Response of a Turbocharger Supported on Floating Ring Bearings–Part
I: Assessment of Subsynchronous Motions,” Proceedings of the 19th Biennial
Conference on Mechanical Vibration and Noise, Chicago, IL, ASME Paper
DETC 2003/VIB-48418.

�17� Holt, C., San Andrés, L., Sahay, S., Tang, P., LaRue, G., and Gjika, K., 2003,
“Test Response of a Turbocharger Supported on Floating Ring Bearings–Part
II: Comparisons to Nonlinear Rotordynamic Predictions,” ASME Paper No.
DETC 2003/VIB-48419.

�18� Holt, C., San Andrés, L., Sahay, S., Tang, P., LaRue, G., and Gjika, K., 2005,
“Test Response and Nonlinear Analysis of a Turbocharger Supported on Float-
ing Ring Bearings,” ASME J. Vibr. Acoust., 127, pp. 1–9.

�19� Kerth, J., and San Andrés, L., 2004, “Thermal Effects on the Performance of
Floating Ring Bearings for Turbochargers,” Proc. Inst. Mech. Eng., Part J: J.
Eng. Tribol., 218�5�, pp. 437–450.

�20� XLTRC2 Rotordynamics Software Suite v. 2, 2002, Turbomachinery Labora-
tory, Texas A&M University, College Station, TX.

�21� Nelson, H., and Meacham, W., 1981, “Transient Analysis of Rotor-Bearing
System Using Component Mode Synthesis,” ASME Paper No. 81-G7-10.

Fig. 11 Amplitudes of subsynchronous motions versus „a…
shaft speed and „b… whirl frequency. Comparisons between
nonlinear predictions and test data. Oil feed pressure�4 bar.

Journal of Engineering for Gas Turbines and Power APRIL 2007, Vol. 129 / 493

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Dario Rubio
Bechtel Corporation,

3000 Post Oak Boulevard,
Houston, TX 77056

e-mail: drubio@bechtel.com

Luis San Andres
Mast-Childs Professor, Fellow ASME
Mechanical Engineering Department,

Texas A&M University,
College Station, TX 77843-3123

Structural Stiffness, Dry Friction
Coefficient, and Equivalent
Viscous Damping in a Bump-Type
Foil Gas Bearing
High performance oil-free turbomachinery implements gas foil bearings (FBs) to improve
mechanical efficiency in compact units. FB design, however, is still largely empirical due
to its mechanical complexity. The paper provides test results for the structural parameters
in a bump-type foil bearing. The stiffness and damping (Coulomb or viscous type) coef-
ficients characterize the bearing compliant structure. The test bearing, 38.1 mm in di-
ameter and length, consists of a thin top foil supported on bump-foil strips. A prior
investigation identified the stiffness due to static loads. Presently, the test FB is mounted
on a non-rotating stiff shaft and a shaker exerts single frequency loads on the bearing.
The dynamic tests are conducted at shaft surface temperatures from 25 to 75°C. Time
and frequency domain methods are implemented to determine the FB parameters from the
recorded periodic load and bearing motions. Both methods deliver identical parameters.
The dry friction coefficient ranges from 0.05 to 0.20, increasing as the amplitude of load
increases. The recorded motions evidence a resonance at the system natural frequency,
i.e., null damping. The test derived equivalent viscous damping is inversely proportional
to the motion amplitude and excitation frequency. The characteristic stick-slip of dry
friction is dominant at small amplitude dynamic loads leading to a hardening effect
(stiffening) of the FB structure. The operating temperature produces shaft growth gener-
ating a bearing preload. However, the temperature does not significantly affect the iden-
tified FB parameters, albeit the experimental range was too small considering the bear-
ings intended use in industry. �DOI: 10.1115/1.2360602�

Introduction
Foil bearings �FBs� are made of one or more compliant surfaces

of corrugated metal and one or more layers of top foil surfaces.
The compliant surface, providing structural stiffness, comes in
several configurations such as bump type �see Fig. 1�, leaf type
and tape type, among others. FBs operate with nominal film thick-
nesses larger than those found in a geometrically identical rigid
surface bearing, for example, since the hydrodynamic film pres-
sure generated by rotor spinning “pushes” the FB compliant sur-
face �1,2�.

FBs enable high speed operation and large load capacity; in
particular for third generation configurations �3�. The underlying
compliant structure provides a tunable structural stiffness source
�4–7�, and Coulomb-type damping arises due to the relative mo-
tion between the bumps and the top foil, and between the bumps
and the bearing support wall �8,9�, see the inset in Fig. 1.

Coulomb damping �dry friction� is a source of energy dissipa-
tion that arises when two surfaces slide against each other. Unlike
a viscous damping force, a Coulomb-type force does not depend
on the magnitude of the relative velocity, but acts to oppose the
surfaces’ motion. In its simplest form the dry friction force is
Fdry=�N sgn�ẋ� if �ẋ��0, where, � is the dry friction coefficient,
N is the normal force to the contact area, and sgn�ẋ�=1 for ẋ
�0, sgn�ẋ�=−1 for ẋ�0.

The performance of a FB relies heavily on the compliant struc-
tural elements. With proper selection of foil and bump materials

and the engineered design of their geometry, desired bearing stiff-
ness, damping �friction� forces can be achieved. Heshmat and Ku
�10� present an experimental procedure to identify the structural
stiffness and equivalent viscous damping coefficient by exciting,
with two electromagnetic shakers, a non-rotating shaft supported
on FBs. Structure force coefficients, determined from a force
equilibrium on the FB housing, indicate that the direct stiffness
and equivalent viscous damping decrease with increasing dynamic
load amplitudes. Similarly, Ku �11� carried out a test program to
characterize the structural dynamic force coefficients of corru-
gated bump strips of various configurations. A fixed static load
with superimposed dynamic loads of small amplitude act on a top
foil supported by a six-bump strip. The structural stiffness derives
from the slope of the dynamic load versus deflection curves. The
test dynamic stiffness decreases with the amplitude of motion and
increases with the static load. Empirical dry friction coefficients
for various surface coatings on the top foil are estimated indirectly
from matching the test structural stiffness to stiffness predictions
�4� obtained using ad hoc values of the friction coefficient. The
dynamic structural stiffness best correlates with theoretical values
when selecting dry friction coefficients ranging from 0.4 to 0.6,
depending on the surface coating.

Recently, Salehi et al. �12� performed dynamic force tests on
corrugated metal sheets �bump foil strips� affixed within an arcu-
ate surface. An equivalent viscous damping coefficient and a dry
friction force are extracted from the resulting hysteresis loops of
force versus displacement for various test conditions in frequency
and dynamic load amplitudes. In addition, bump foil stiffness and
viscous damping coefficients are identified from the complex me-
chanical impedance formulation using a single degree of freedom
model. The authors advance a parametric �dimensionless� rela-
tionship between frictional damping and test conditions of load
�W�, amplitude of motion �X�, and frequency �f�. Based on the

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
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experimental results, the equivalent viscous damping coefficient
decreases with increasing frequencies, Ceq�1/ f , and amplitude of
motions, Ceq�1/X, while increasing with the magnitude of dy-
namic load, Ceq�W. The experimental results also aid to advance
a parametric relationship for the dry friction coefficient ���. Test
values of the dry friction coefficient range from 0.1 to 0.4 for
excitation frequencies from �0 to �600 Hz.

The present work aims to continue developing experimental
and analytical tools to predict the structural dynamic characteris-
tics of bump-type foil bearings. This paper offers an insight into
the Coulomb frictional damping mechanism of bump-type FBs
due to single frequency loads of varying magnitudes. The work
contributes towards the identification of the structural characteris-
tics of bump-type foil bearings.

Test Foil Bearing
Figure 1 shows a schematic view of the test FB and Table 1 lists

the bearing dimensions and physical parameters. The bump-type
FB is a “second generation” configuration �3�, consisting of five
arcuate bump strips, each with five bumps, affixed to the bearing
circumference. Each strip is welded at one end and free at the
other. Five aligned bump strips extend over the bearing axial
length. The top foil, coated with Teflon of thickness 25.4 �m,
consists of a thin metal sheet welded to the bearing sleeve at one
end �spot weld� and free at the other end.

Experimental Setup
Figure 2 displays a photograph of the test setup for the dynamic

force experiments. The experimental setup consists of two alumi-
num pedestals supporting a non-rotating steel shaft. The shaft
nominal diameter is 38.10 mm �1.500 in.� and is 88.9 mm
�3.50 in.� long. The shaft surface is polished with no coating ap-

plied on it. A slender stinger connects the test foil bearing to an
electromagnetic shaker. In general, for each test condition, the
excitation frequency �f� varies from 400 to 20 Hz. A piezoelectric
load cell measures the dynamic force delivered by the shaker. This
force transducer is attached to the stinger end facing the bearing
housing. An eddy current sensor �ECS� records the resulting bear-
ing dynamic displacement. The displacement transducer is in-
stalled opposite to the point of external load application. In addi-
tion, the FB acceleration is measured by one piezoelectric
accelerometer located at the same position as the ECS.

A soldering gun, press fitted into a concentric hole in the shaft
end, heats the shaft and raises its temperature. In general, 15 W of
power supplied to the soldering gun produces a temperature of
50°C at the shaft surface, while 30 W renders temperatures near
75°C.1 Two type T thermocouples measure the shaft surface tem-
perature at two sides of the test bearing. A small steady tempera-
ture gradient shows the shaft surface has a nearly uniform tem-
perature, see Table 2. Surface temperature is also recorded at the
soldering gun and foil bearing outer ring in order to calculate the
actual shaft and foil bearing thermal expansions, see Appendix A
for details.

In the tests, the displacement and acceleration signals pass
through a signal conditioner into an eight-channel data acquisition
�DAQ� board. The signal conditioner biases the dc offset level
from the eddy current sensor and modifies the signal gains. The
instrumentation also includes oscilloscopes, monitoring the mea-
sured variables, and a digital signal analyzer, serving also as a
storage device.

Experimental Procedure
Once a steady-state temperature on the shaft surface is

achieved, the electromagnetic shaker forces a dynamic load into
the test FB. For each test condition, see Table 2, four signals are
recorded, i.e., frequency generator signal �used as the trigger
level�, dynamic load, displacement, and acceleration. The accel-
eration transducer is only utilized for experiments at room tem-
perature due to attachment looseness at the higher temperatures.

1The authors recognize that the temperature ranges tested are well below those
expected in actual applications for gas turbines.

Table 1 Nominal dimensions and material parameters of test
bump foil bearing

Dimensions and parameters Values

Inner diameter, mm �in.� D 38.17 �1.5048�
Outer diameter, mm �in.� Do

50.80 �2.00�
Axial length, mm �in.� L 38.10 �1.50�
Clearance,a mm �in.� Cnom

0.0355 �0.0014�
Number of bumps NB

25 �circumference�
Bump pitch, mm �in.� P 4.572 �0.18�
Bump length, mm �in.� 2lo

4.064 �0.16�
Foil thickness, mm �in.� tf

0.102 �0.004�
Bump height, mm �in.� h 0.381 �0.015�
Foil Poisson’s ratio � 0.29
Modulus of elasticity, GPa �Ksi� E 213.7 �31,000�
Bearing mass, kg �lb� MB

0.40 �0.88�

aNominal clearance for a 38.1 m �1.5 in.� diameter journal

Table 2 Test conditions for shaker experiments

Test conditions Test values

Frequency range �Hz� 400–20
Frequency step �Hz� 20
Dynamic load amplitudes �N� 4, 8, 12, 16, and 20
Test temperatures �°C� 25° �Room�, 50° and 75°
Temperature gradient �°C/cm� �0.4

Fig. 1 Schematic representation of a bump-type foil bearing.
„a… Contact in relative motion between top foil and bump foil;
„b… contact in relative motion between bumps and bearing
sleeve.

Fig. 2 Test setup for dynamic load experiments
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The five load amplitudes are referred herein as load levels 1
through 5; load level 1 is the one with lowest amplitude. In re-
cording the test data, “steady-state” conditions need be ensured to
reduce the influence of initial conditions, unsteady thermal gradi-
ents, etc.

The foil and journal expand as the test temperature increases,
thus creating a mechanical preload �r� that reduces the nominal
�cold� clearance in the foil bearing. A simple analysis for ther-
mally induced expansions based on measurements of the shaft and
bearing surface temperatures renders a good estimate for the pre-
load �r�. Appendix A details the thermal expansion analysis, and
Table 3 shows the temperature measurements and calculated pre-
load �r�.

Model of Test Foil Bearing
The FB is modeled as a single degree of freedom �SDOF�

lumped mass system excited by a dynamic load, F�t�, provided by
the shaker, i.e. Mẍ=F�t�−FB. The bearing reaction, FB, force
comprises an elastic restoring force associated with its structural
stiffness and a �dissipative energy� force due to dry friction be-
tween the contact surfaces, FB=Kx+Fdry sgn�ẋ�.

In the analysis of the test data, an equivalent viscous damping
coefficient or a friction force are estimated from the energy dissi-
pated over one period of FB motion. The FB structure stiffness, on
the other hand, is identified from a frequency domain analysis of
the bearing mechanical impedance.

The work performed by the external driving force over a period
of FB motion is

W = � F�t�ẋ�t�dt = − �FoX sin��� �1�

where Fo is the magnitude of the dynamic applied load, X is the
amplitude of the FB displacement, and � is the phase angle lag
between the response �x� and the force excitation �F�.

Over one period of motion, the energy dissipated from viscous
damping forces �EV� and the energy dissipated by a dry friction
�EC� mechanism are

EV = � Ceqẋ ·dx �2�

and

EC = � Fdry sgn�ẋ� ·dx �3�

respectively. Above, Ceq denotes an equivalent viscous damping
coefficient and Fdry is the dry friction force.

Each distinct energy dissipation mechanism must equal the
work exerted by the driving force. Thus, the viscous damping
coefficient and dry friction force are �13�

Ceq =
W

� �ẋ�t��2dt

=
− Fo sin �

�X
�4�

and

Fdry =
W

� ẋ�t�sgn�ẋ�dt

=
− Fo� sin �

4
�5�

where � is the excitation frequency. Note that Eqs. �4� and �5�
follow from x�t�=Xei��t+��. The experimental results do show that
the FB motion is mainly synchronous with the excitation fre-
quency.

A crude estimation of the dry friction coefficient follows from
the ratio between the frictional force and the amplitude of dy-
namic load, i.e.

� =
Fdry

Fo
= −

�

4
sin � 	

�

4
�6�

The angle ��� denotes the lag between the FB motion response
and the force excitation. In the tests, for frequencies near the
system natural frequency, the phase angle approaches to 90 deg,
thus leading to an unrealistic dry friction coefficient bounded by
� /4. This shortage in the assumed physical model is apparent in
the test results, as shown later.

The identification of the FB structural stiffness is conducted in
the frequency domain. For single frequency motions, the SDOF
complex mechanical impedance is

�K − M · �2� + iCeq� =
F���

X���
�7�

where K and M are the structural stiffness and system mass. F���
and X��� are the force and FB displacement as functions of fre-
quency. The FB dynamic structural stiffness �K−M�2� follows
from the real part of the mechanical impedance, i.e., Re�F /X�.
The imaginary part of the mechanical impedance leads to the
equivalent viscous damping coefficient, Ceq, identical in magni-
tude to the one derived from Eq. �4�.

The energy dissipation mechanism in bump foil bearings may
also be characterized as structural-type damping. In this case, the
complex structural stiffness is K�1+ i
�, where 
, the structural
loss factor, is easily estimated as

Table 3 Shaft and bearing temperatures and predicted thermal expansion and preload, r

Test parameters

Input power

0 W 15 W 30 W

Measured soldering gun surface temperature, T1, °C 28.2 76.6 135.0
Measured shaft surface temperature 1, T2, °C 28.2 54.4 76.9
Measured shaft surface temperature 2, T2, °C 28.2 52.6 74.5
Estimated FB ring inner surface temperature, T3, °C ¯ 37.2 40.0
Measured FB outer surface temperature, T4, °C 28.2 32.2 36.4
Measured radial shaft expansion, �1, �m ¯ 3.17 6.25
Predicted radial shaft expansion, �m ¯ 3.92 6.85
Measured radial �outer� FB expansion, �3, �m ¯ 0.63 1.27
Predicted FB expansion �inwards-outwards�, �B, �m ¯ 0.90 1.44
Calculated FB expansion �inwards�, �2=�B−�3, �m ¯ 0.27 0.17
Estimated FB radial preload, r=�1+�2, ��m� ¯ 3.44 6.42
FB preload in percentage of clearance, r /Cnom �%� 0 �9 �18
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K
�8�

Experimental Results and Discussion
Figure 3 presents the test dynamic load and FB displacement

and acceleration for excitation frequencies ranging from
20 to 400 Hz. The results shown correspond to the fundamental
Fast Fourier coefficients of the time signals for load level 1 �nomi-
nal 4 N at 400 Hz�. Similar results are obtained for other load
levels in terms of displacement, acceleration, and load behavior
throughout the selected frequency range. For the range of frequen-
cies tested, 0–200 Hz, the foil bearing and its sleeve are rigid as
verified experimentally.

The amplitude of applied load could not be held constant for
tests at a fixed frequency, since the experimental results evidence
a vibration resonance at approximately 260 Hz. Note that around
the system natural frequency, small dynamic load amplitudes pro-
duce quite large FB displacements; thus demonstrating the FB
lacks viscous damping when excited at its natural frequency. This
phenomenon is typical of mechanical systems with dry-friction
dissipation mechanism. It is important to note that in the vicinity
of the natural frequency the analysis will identify inaccurately the
dry-friction coefficient since the phase angle ��� is �90 deg.

The equivalent viscous damping coefficient or the dry friction
force characterizing the FB are determined from the energy
dissipation=work approach. Figure 4 shows the estimated viscous
damping Ceq for three load levels and at room temperature. Figure

4�a� demonstrates Ceq has a strong dependency on frequency, in
particular at low frequencies where dry friction effects are most
significant. Figure 4�b� depicts the product �Ceq.�=
k�, i.e.,
imaginary part of mechanical impedance, which demonstrates a
clear bounded region at low frequencies where Coulomb or dry
friction forces are most effective.

As expected, the test results show that increasing the load mag-
nitude leads to larger foil bearing displacement amplitudes. In a
SDOF linear mechanical system, the estimated viscous damping
coefficient should be constant, even when varying the dynamic
load amplitude.2 Presently in the test FB, however, an increase in
the amplitude of dynamic load leads to significant changes in the
identified viscous damping at excitation frequencies below the
system natural frequency, see Fig. 4. Most importantly, at the
natural frequency and above, the viscous damping in the FB is
quite small �even negative�. This feature is certainly undesirable
for forced excitations driving the system into resonance.

Figure 5 shows that the test temperature, inducing a small bear-
ing preload due to the shaft and bearing thermal expansions, has

2In a linear mechanical system, an increase in the excitation force, nF, leads to a
proportional increase in the system response, nX, where n is a constant. The system
is characterized by material parameters not determined by the motion or system state.

Fig. 3 Foil bearing single-frequency force excitation and dy-
namic responses from identified Fourier coefficients and from
fast Fourier transfer of dynamic time signals. „a… Dynamic load
amplitude, „b… foil bearing displacement, and „c… foil bearing
acceleration. Load level 1 „nominal 4 N and 400 Hz…, and T
=25°C.

Fig. 4 Identified FB equivalent viscous damping coefficient
versus frequency for three load levels. Test at room
temperature=25°C. „a… Ceq, „b… Ceq.
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an indiscernible effect on the estimated viscous damping coeffi-
cients for load level 4 �nominal 12 N at 400 Hz�. Similar results
are obtained for other load levels.

Figure 6 shows the identified dry friction force versus fre-
quency for the experiments conducted at room temperature. Fdry
increases with the amplitude of dynamic load in the frequency
range from 0 to �200 Hz. In this frequency range, the measure-
ments show a nearly invariant phase angle ���, further evidencing
Fdry is uniform, as seen in Fig. 7, for tests at room temperature
and load level 3.

For force excitations around the system natural frequency, how-
ever, the identified friction force augments at a steep rate. At the
natural frequency the motion phase angle ��� is −90 deg, thus
rendering the peculiar and unrealistic value Fdry=Fo� /4. This
shortcoming is an intrinsic feature of the physical model that
equates work to dissipated energy over a full period of motion.

Figure 8 presents the derived dry friction coefficient, �
=Fdry/Fo versus frequency for measurements at room temperature
and three increasing load levels. The unusually large values of �,
bounded by � /4, at frequencies near resonance are not to be con-
sidered. Figure 8�b� shows the estimated dry friction coefficient
over the frequency range of interest, i.e., below the natural fre-
quency. Test results of dry friction coefficient ��� range from 0.05
to 0.2 for increasing amplitudes of dynamic load. When increasing
the test temperature, the dry friction coefficient shows no signifi-
cant variations in the frequency range 0–150 Hz.

The frequency domain analysis of the test data �force and dis-
placement� determines the complex mechanical impedance for
identification of parameters in a linear system. In all tests, the real
part of the mechanical impedance reproduces exactly the relation-
ship Re�F /X�=K–M �2, as seen in Fig. 9 for three load levels
and tests at room temperature. A simple curve fit follows to iden-
tify the FB structural stiffness �K� and system mass �M�. Table 4
lists the identified parameters for increasing loads and three tem-
peratures. The goodness of the curve fit, i.e., correlation coeffi-
cient �r2�, is at least 97.3% in all test cases.

The identified mass �M� is �1 kg, larger than the actual test
bearing mass �0.4 kg�. At the natural frequency, �260 Hz, the
two columns holding the shaft and test bearing also vibrate, and
thus the identification procedure delivers a system modal mass
that accounts for the support motions.

Figure 10 shows the identified structural stiffness versus the
amplitude of dynamic load �at 20 Hz� for the three test tempera-
tures. The FB structural stiffness �K� decreases as the amplitude of
load increases. The rate of decrement appears similar, irrespective
of the test temperature. Heshmat and Ku �10� and Ku �11� present
similar findings.

The structure “hardening” effect as the load amplitude de-
creases is due to dry friction effects that are most apparent for
small amplitude loads where stick-slip between the sliding sur-
faces �bumps and bearing housing� most likely occurs.

Figure 10 also includes the predicted static stiffness for the test
FB based on an analysis given in �7�.

As the temperature increases, the FB structure stiffness �K�
does decrease though not significantly �maximum 11% drop from
values at room temperature�. Thus, the bearing preloads induced
by shaft thermal expansion have a small effect on the system
stiffness. The FB structural stiffness ranges from 3.25 MN/m
��19 Ib/mil� to 2.30 MN/m ��13 Ib/mil� as the amplitude of

Fig. 5 Equivalent viscous damping coefficient versus fre-
quency for three test temperatures. Load level 4 „nominal 12 N
at 400 Hz….

Fig. 6 Estimated dry-friction force versus frequency for three
load levels. Tests at room temperature=25°C.

Fig. 7 Dynamic load level 3 „nominal 12 N at 400 Hz… and es-
timated dry-friction force versus frequency for test at T=25°C
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load increases. In addition, the recorded maximum FB displace-
ments are about 18 �m ��0.7 mil� at the lowest test frequency,
�20 Hz. Thus, the presently identified stiffnesses, estimated from
dynamic load tests, can be correlated with FB static stiffnesses
measured earlier, see �7�. Figure 10�b� depicts predictions of FB
structure stiffness as a function of the static load and considering
various dry friction coefficients. The box in the figure denotes the
range of loads applied in the dynamic force tests. Predictions
based on � ranging from 0.05 to 0.35 agree best with the pres-
ently identified test stiffness �K�, as depicted in Fig. 10�a�.

In addition, the analysis of the test data also determines the
structural damping loss factor, 
, shown in Fig. 11 for three load
levels and at room temperature. The test 
 increases with the
amplitude of dynamic load; and importantly enough, it is approxi-
mately constant for excitation frequencies below 150 Hz. The
identified loss factor for the test FB ranges from 0.06 to 0.20. Ku
�11� reports 
=0.2–0.6 for foil-bump strips attached at one end
and free at the other.

Table 5 lists a summary of the average dry friction coefficient
��� and loss factor �
� in the frequency range 20–140 Hz. The
standard deviations noted for each parameter are small, thus indi-
cating the dry-friction coefficient or the structural loss factor is
indeed independent of frequency.

Appendix B details the general uncertainty analysis conducted
on each identified parameter. The precision uncertainty, deter-
mined as a function of excitation frequency, is well below 10% for
most test conditions.

Conclusions
The paper presents experimentally identified structural stiffness

and dry-friction coefficient in a bump-type foil bearing. An elec-
tromagnetic shaker excites the test foil bearing, installed on a rigid
non-rotating shaft, under various conditions of dynamic load, ex-
citation frequency, and temperature.

Test results show that the excitation frequency significantly af-
fects the FB equivalent viscous damping coefficient. At low fre-
quencies ��50 Hz�, the viscous damping reaches peak magni-
tudes of �4 kN s/m �23 lb s / in.�; while for large excitation
frequencies ��100 Hz�, damping decreases by two orders of mag-
nitude. For excitation frequencies below �200 Hz, the viscous
damping coefficient increases as the load amplitude increases, in-
dicating a non-linear behavior with the FB amplitude of motion.
The limited range of test temperatures does not affect the identi-
fied damping coefficient.

In the frequency range of reliable parameter identification, i.e.,
from 0 to 150 Hz, the dry friction coefficient for the test foil bear-
ing is nearly constant, albeit increasing in magnitude as the am-

Table 4 FB structure stiffness and system mass derived from
frequency domain analysis

Temperature
�°C�

Fo at 20 Hz
�N�

Structure
stiffness, K

�MN/m�

System
mass, M

�kg�

20 13 3.25 1.10
19 3.04 1.06
25 2.83 1.02
32 2.60 0.97
35 2.54 0.97

50 11 3.16 1.07
17 2.97 1.04
22 2.75 0.99
28 2.53 0.95
31 2.48 0.95

75 11 3.09 1.05
17 2.88 1.01
22 2.60 0.96
27 2.34 0.91
30 2.28 0.91

Fig. 8 Estimated fry friction coefficient versus frequency for
three load levels. Tests at room temperature È25°C. „a… Over
entire frequency range, „b… for constant phase angle „�…, i.e., f
<150 Hz.

Fig. 9 Real part of test system impedance versus frequency
for three load levels and T=25°C
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plitude of dynamic load increases. In general, the dry friction
coefficient ranges from 0.05 to 0.2 for load amplitudes from
4 to 20 N. A structural damping loss factor is also derived from
the test results. This loss factor, ranging from 0.05 to 0.23 as the
load amplitude increases, is also quite uniform for frequencies
below 150 Hz.

The identified FB structure stiffness is not frequency dependent
but, due to dry friction effects, it evidences a hardening effect as
the amplitude of dynamic load decreases. The identified structural
stiffnesses are in agreement with predictions of static stiffness
when accounting for a bearing preload of 6.4 �m.

Most importantly, the dynamic load experiments show excita-
tion of a system natural frequency at �260 Hz. The amplitudes of
motion at this frequency are rather large even though the magni-
tude of the dynamic load is at its lowest. Thus, the experiments
show a true resonance of the test system with the FB providing
little damping at this frequency. This behavior is typical in sys-
tems characterized by dry-friction effects.

Future Work

Presently, a test rig comprised of a lightweight rotor supported
on air foil bearings is in operation. Imbalance response experi-
ments are being performed to assess the complete set of rotordy-
namic force coefficients for the test foil bearings. Future publica-
tions will continue to advance knowledge gained with this novel
bearing technology.

Table 5 Frequency averaged dry friction and loss factor coef-
ficients for test FB. Frequency range 20–140 Hz.

Temperature
�°C�

Fo at
20 Hz �N� �

Standard
deviation, � 


Standard
deviation, 


20 12.7 0.05 0.008 0.06 0.009
19.1 0.09 0.009 0.11 0.008
25.4 0.14 0.013 0.15 0.009
31.6 0.18 0.017 0.19 0.012
34.8 0.20 0.021 0.19 0.016

50 11.1 0.05 0.017 0.06 0.014
16.7 0.09 0.010 0.10 0.007
22.2 0.12 0.013 0.14 0.009
27.7 0.17 0.017 0.18 0.017
30.5 0.18 0.020 0.17 0.013

75 11.1 0.05 0.009 0.05 0.007
16.6 0.09 0.008 0.10 0.008
22.0 0.14 0.010 0.16 0.009
27.5 0.19 0.014 0.21 0.009
30.3 0.20 0.020 0.20 0.019

Fig. 10 „a… Identified structural stiffness versus amplitude of dynamic load at 20 Hz. Three test temperatures: „b…
Predictions of FB static load stiffness for various friction coefficients „�=0.05–0.35… and preload of 6.4 �m.

Fig. 11 Identified structural damping loss factor versus fre-
quency for three load levels and at T=25°C

Fig. 12 Limped parameter thermal model for shaft and foil
bearing system
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Nomenclature
Ceq � FB equivalent viscous damping �N s/m�

Cnom � FB nominal clearance �mm�
D � FB inner diameter �mm�

Do � FB outer diameter, including sleeve �mm�
E � modulus of elasticity of foil material �GPa�

EC � energy dissipated from Coulomb damping �J�
EV � energy dissipated from viscous damping �J�

f � excitation frequency �Hz�
Fdry � estimated dry friction force �N�

Fo � amplitude of dynamic load �N�
FB � FB reaction force �N�

h � foil bump height �mm�
i � �−1, imaginary unit

K � dynamic structural stiffness �N /m�
kB � FB thermal conductivity �W/m°K�
kS � shaft thermal conductivity �W/m°K�
L � FB axial length �mm�
lo � half length of one bump �mm�
M � test system mass �kg�

MB � FB mass �kg�
NB � number of bumps

p � bump pitch �mm�
r � preload ��m�
t � time �s�

tf � foil thickness �mm�
T1, T2 � soldering gun and shaft surface temperatures

�°C�
T3, T4 � bearing inner and outer surface temperatures

�°C�
tf � foil thickness �mm�

W � work by external dynamic load �J�
x�t� � FB displacement �m�

X � FB displacement amplitude �m�
�1, �2 � shaft radial and FB inwards thermal expansion

��m�
�3, �B � FB outwards and total ��2+�3� thermal expan-

sion ��m�

 � structural damping loss factor
� � dry friction coefficient
� � phase angle �rad�
 � Poisson’s ratio
� � excitation frequency �rad/s�

Appendix A: Thermal Expansion Model
Figure 12 shows a schematic view of the lumped parameter

model for the test shaft and foil bearing. The model assumes heat
flows along the radial direction only, i.e., no heat conduction
along the axial direction. K-type thermocouples measure the sur-
face temperature at the soldering gun �T1�, shaft surface �T2�, and
bearing outer surface �T4�. The temperature at the inner wall �T3�
of the foil bearing is estimated from a thermal conductivity analy-
sis assuming radial heat flow only. While performing the experi-
ments, the shaft and foil bearing outer surface expansions are
recorded with eddy current sensors.

The thermal resistance of the test shaft and the bearing shell, U1
and U3, respectively, depend on the material thermal conductivity

and their physical dimensions, i.e., U1,3�0.06, 0.08°C/W. At
steady state thermal conditions, the heat flow rate q, i.e., 15 or
30 W, from the shaft into the bearing is

q =
T2 − T4

U2 + U3
�A1�

The equivalent thermal resistance coefficient for the top and
bump foils, U2, is then obtained for a given input power and the
corresponding FB outer surface temperature, T4. The procedure
leads to U2�1.19°C/W. Estimation for the temperature at the
foil surface �T3� follows from

q =
T2 − T3

U2
\ T3 = T2 − q · U2 �A2�

The derived shaft and bearing thermal expansions are given by
the well-known formula

� =
D

2
�̄�T �A3�

where �̄l is the material thermal expansion coefficient, �T is a
temperature difference, and D is the nominal diameter at the ref-
erence temperature �room condition�. The thermal expansion co-
efficients for AISI 4140 steel �shaft� and stainless steel �sleeve�
are 10.4 �m/m°C and 12 �m/m°C, respectively.

Table 3 in the main text lists the measured temperatures and
shaft surface expansions, and predictions for the bearing inward
expansion. The bearing preload �r� induced by thermal expansion
of the shaft and bearing is

r = �1 + �2 �A4�
Preloads equal to 9% and 18% of the nominal FB clearance are

calculated. The thermally induced preloads should have an affect
on the FB stiffness and dry friction coefficient.

Appendix B: Uncertainty Analysis
An uncertainty analysis applied to the experimental results de-

termines how the uncertainties in the individual measurements
�force and displacements� propagate into the identified param-
eters, namely equivalent viscous damping, dry friction forces, and
structural stiffness, among others.

In general, the precision uncertainty �Ur� of an experimental
result �r�, a function of J variables Xi, is given by �14�:

Fig. 13 Percent precision uncertainty for identified bearing
parameters versus frequency. Load level 4, room temperature
tests.
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Ur = �	
 �r

�X1
� · UX1

�2

+ 	
 �r

�X2
� · UX2

�2

+ . . . + 	
 �r

�Xj
� · UXi

�21/2

�B1�

where UXi
are the uncertainties in the measured variables Xi.

The resulting precision uncertainty expressions for each identi-
fied parameter are omitted for brevity. Figure 13 shows the result-
ing uncertainty in percentile form, i.e.

� % =
Ur

r
· 100 �B2�

versus frequency. The results shown correspond to load level 4
and room temperature. Similar uncertainty values were found for
other load levels.

For most test frequencies, the identified bearing structural pa-
rameters are within 10% of uncertainty. The precision uncertainty
of the sensors is very small ��1% or less of recorded signal�, and
therefore, the derived uncertainty for the estimated parameters is
also small ��10%, typically�. The largest uncertainty occurs at
low frequencies ��20 Hz� where the uncertainty in frequency re-
cording is ±2 Hz.
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Experimental Contribution to
High-Precision Characterization
of Magnetic Forces in Active
Magnetic Bearings
Parameter identification procedures and model validation are major steps toward intel-
ligent machines supported by active magnetic bearings (AMB). The ability of measuring
the electromagnetic bearing forces, or deriving them from measuring the magnetic flux,
strongly contributes to the model validation and leads to novel approaches in identifying
crucial rotor parameters. This is the main focus of this paper, where an intelligent AMB
is being developed with the aim of aiding the accurate identification of damping and
stiffness coefficients of active lubricated journal bearings. The main contribution of the
work is the characterization of magnetic forces by using two different experimental ap-
proaches. Such approaches are investigated and described in detail. A special test rig is
designed where the four pole AMB is able to generate forces up to 1900 N. The high-
precision characterization of the magnetic forces is conducted using different experimen-
tal tests: (i) by using hall sensors mounted directly on the poles (precise measurements of
the magnetic flux) and by an auxiliary system, composed of strain gages and flexible
beams attached to the rotor, (ii) by measuring the input current and bearing gap varia-
tions, monitoring the bearing input signals. Advantages and drawbacks of the different
methodologies are critically discussed. The linearity ranges are experimentally deter-
mined and the characterization of magnetic forces with a high accuracy of �1% is
achieved (percent error is normalized with respect to the instantaneous measured force
obtained from the strain gauges signals). �DOI: 10.1115/1.2434345�

Introduction
One of the most attractive features of mechatronics is its ability

to render products “smart.” Such a smart machine makes use of
the built-in active control to incorporate additional or higher per-
formance functions. Thus, the machine may acquire higher preci-
sion and the ability for self-diagnosis and self-calibration. It can
give a prognosis about its future ability to function in a satisfac-
tory way, or about its remaining lifetime, and possibly, it can
suggest a correction measure, a therapy, or even induce it itself. It
is the mechatronic structure of the machine, the built-in control,
its sensors, processors, actuators, and above all, its software,
which enables these novel features. This is a way to design ma-
chines and products with higher performance, less maintenance
costs, longer lifetime, and an enhanced customer attraction. For
rotating turbomachinery, active magnetic bearings �AMB� is be-
coming an essential components for introducing the concept of
smart machine �1,2�.

An increasing number of industrial turbomachines are already
built with AMB, but the potential of the AMB has not yet been
fully exploited. AMBs have been used as a simple bearing and not
as an integrated identification and diagnosis tool. To fully exploit
AMBs, one must think of them as both an actuator and a bearing,
capable not only of supporting the rotating shaft but also of excit-
ing the shaft with predefined signals. This unique feature facili-
tates measurements of input-output �displacements and forces� re-
lations and not only measurements of the system response.

The measurement of the output signals �displacements� is al-
ready integrated in AMBs as a part of the control loop to stabilize

the system when AMBs are used as simple bearings, and the pre-
cision of the output measurement have reached a sufficient level
when utilized eddy current probes �3�.

The measurement of the input signals �forces� is still subjected
to research, and different methods have been proposed �3–9�.
Generally, the different force measurements in AMBs can be di-
vided into three main groups: �i� measurement of coil currents and
rotor displacements �i-s-method, reluctance network model� �3�,
�ii� direct measurement of the magnetic flux density B with Hall
sensors �3�, and �iii� by measuring reaction forces using load cells
or fiberoptic strain gages �6,7�. The three groups have different
advantages and drawbacks, but when it comes to accuracies, the
Hall sensor method and the fiberoptic strain gage method have
shown the most promising results �3�.

In this paper, the high-precision characterization of magnetic
forces in a radial AMB is investigated. The AMB has integrated
Hall sensors, and the high-precision calibration is described in
detail. In the characterization of magnetic forces two different
approaches have been discussed earlier: �i� calibration outside the
application where AMBs are intended to be used �8� and �ii� cali-
bration directly in the application �in the field� �5,9�. Earlier cali-
bration procedures involving Hall sensors have been conducted
“in the field”. Nevertheless, the calibration procedure described in
this paper belongs to the first group since the AMB is mounted in
a test rig specifically designed for calibration purpose.

A different Hall sensor-mounting principle is also proposed that
does not require enlargement of the air gap. Earlier mounting
principles are based on attaching the Hall sensor directly to the
pole surface resulting in an unintended enlargement of the air gap
and due to this a decrease of load capacity of the bearing. The
mounting principle described in this paper involves attaching the
Hall sensor in an especially postmanufactured slot at the pole
surface. The principle is described in detail, and advantages and
drawbacks are critically discussed. Details on how to use the
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AMB to identify damping and stiffness coefficients in active lu-
bricated bearings is elucidated in the last section of this paper.

Test Facilities and Calibration Procedures
The AMB used in the experimental setup is a four-pole radial

bearing with a rotor diameter of 140 mm and a shaft diameter of
90 mm. Figure 1�a� shows a picture of the AMB, and Fig. 1�b� is
a schematic view with the main dimensions and main directions.
The stator and rotor are built as a stack of lamination sheets. Each
sheet has a thickness of 0.5 mm, and the stator as well as rotor are
composed of 140 lamination sheets. The surfaces of the lamina-
tion sheets have been oxidized to prevent any electrical contact
between the sheets. The nominal radial air gap �g0� between the
rotor outer diameter and the stator legs is 0.25 mm and the AMB
was designed for a load capacity of 1900 N �10�.

The bearing has a flux-splitting coil configuration and is oper-
ated in differential mode �11�, where one magnet is driven with
the sum of bias current i0 and control current ix, and the other one
with the difference. The operating point of the AMB is determined
by the bias current, and the AMB was originally designed for a

bias current of 8 A. In practice, the AMB can be operated with a
bias current up to 10 A and to investigate the influence of the bias
current the experiments are carried out for bias currents of 6 A,
8 A, and 10 A. The maximum bearing force is reached if for one
coil the resulting current is equal to zero.

In each of the four poles, a Hall sensor is integrated making it
possible to measure the magnetic flux density B locally at the
place where the sensor is mounted. The flux field is not uniform
over the cross section and will be dependent on the coil current
and the air gap. These local measurements of the flux densities are
calibrated with an external force transducer and serves as a refer-
ence for determining the magnetic bearing forces.

The Hall sensors are mounted in an especially postmanufac-
tured slot at the pole surface in such a way that the sensors are
located just below the pole surface. Figure 2�a� shows the actual
Hall sensor with its main geometric dimensions, and Fig. 2�b�
shows a close-up of one pole with the Hall sensor mounted in the
slot. While manufacturing the slots, no special action was taken to
prevent smearing of the lamination sheets. The depth and the
width of the slot are 0.7 mm and 3.3 mm, respectively, and the
advantages of this special kind of mounting are as follows:

• Because the Hall sensor is located below the main pole sur-
face, no enlargement of the air gap is necessary. Slots in the
magnetic poles contribute to a reduction of the net area of
the pole. Nevertheless, the area reduction is very small, once

Fig. 1 „a… Active magnetic bearing „AMB… and „b… Schematic
view; Stator, rotor, shaft and gap dimensions in millimeters

Fig. 2 „a… Hall sensor dimensions: 2Ã3Ã0.6 mm „LÃWÃH…

and „b… Hall sensor mounted in slot in the pole surface: 1, Pole
surface: 2, Hall sensor: 3, Slot „Dimensions: 3.3Ã0.7 mm „W
ÃD……
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such sensors can be extremely small. In Fig. 2�b�, the rela-
tion between slot area and pole area is Aslot /Apole=0.07 and
the relation between slot depth and gap is d /g0=2.8. Later
in the paper, the load capacity as a function of Aslot /Apole
and d /g0 is carefully investigated.

• The fragile Hall sensor is well protected in the slot. Such a
design solution avoids its damage in case of contact between
the pole surface and the rotor, for example, during mounting
or dismounting the AMB.

The main disadvantages of such a design solution are as fol-
lows:

• The postmanufacturing of the slot is complicated and can
lead to eddy current problems due to smearing of the lami-
nations; however, if the slot is considered from the begin-
ning of the AMB design process, its manufacturing will not
be complicated. It can be achieved by laser cutting or
punching of the laminated steel sections of the stator, and no
smearing of the laminations will occur.

• The Hall sensor measures the magnetic flux at the slot sur-
face and not the flux at the main pole surface. Thus, the flux
measurement cannot directly be used for force calculations,
and calibration procedures have to be developed.

For calibrating the Hall sensors, the AMB is mounted in a ex-
perimental setup especially designed for this purpose. Figure 3�a�
shows the complete setup, and Fig. 3�b� is a schematic view. The
setup is composed of the AMB with integrated Hall sensors, a
shaft suspended in two flexible beams, and two rigid supports.
The two beams are identical and have a square cross section with
dimensions of 12�12 mm �height�width�. The length of the
beams is also identical but can be adjusted between 20 and
200 mm. Thus, it is possible to alter the stiffness of the beams.

Both beams have clamped-clamped similar boundary conditions.
The rotor is centered in the air gap and the stiffness of the beams
are adjusted so that when a force of �1900 N �theoretical maxi-
mum force� is applied to the shaft, the rotor will move �0.06 mm
�24% of the air gap�.

To one of the beams strain gages are attached, it allows mea-
surement of deformations in both horizontal and vertical direc-
tions. It is assumed that all deflections are due to deformations of
the beams. The assumption is reasonable because the shafts diam-
eter is 90 mm and the square section of the beam is 12�12 mm.

A total of four eddy current sensors contactlessly measures the
position of the rotor in the air gap. Two eddy current sensors
measure the vertical displacement; they are mounted on each side
of the AMB, making it possible also to detect nonsymmetric rotor
displacement around the bearing middle plane. The other two
eddy current probes measure displacement in the horizontal direc-
tion.

An external force can be applied to the shaft in both the hori-
zontal and vertical directions. The external force is applied mo-
ment free to the shaft, and a force transducer measures the size of
the force. The force transducer is able to measure 10 kN with a
maximum uncertainty of ±5 N. Such an uncertainty is so negli-
gible that it will be completely disregarded during error analyses
in this paper. Figures 4–6 show how the force is applied in both
horizontal and vertical directions.

The calibration procedure of the AMB is conducted in two
steps. The first step is calibrating the strain gages, and the second
is calibrating the Hall sensors by using the calibrated strain gages.

The strain gages are calibrated by applying an external force to
the shaft in each of the four main axes—two horizontal �left and
right� and two vertical �up and down�, according to Fig. 1�b�. At
this step of the calibration process the AMB is turned off; thus, the
shaft and rotor can move freely in the air gap. Measurements from
the force transducer, strain gages, and eddy current probes are all
recorded simultaneously while the external force is applied to the
shaft and gradually increased. When the external force reaches
�1900 N �the maximum theoretical bearing force�, the force is
gradually decreased again. The measurements from the force
transducer, strain gages, and eddy current sensors are still re-
corded, allowing one to detect any hysteresis errors. The experi-
ment is carefully repeated, taking into consideration stick-slip
phenomena at the boundaries of the beam at low loading
��400 N�. It means that values below 400 N will be disregarded.

The second step of the calibration procedure involves the four
Hall sensors. The AMB is turned on, and the bias current of 8 A is
applied to each of the four coils. The control current is increased
stepwise to the top coil by using a step of 0.25 A every 3 s.
Consequently, the current through the bottom coil decreases
equivalently �differential driving mode�. At each step the measure-

Fig. 3 „a… Experimental setup: 1, Support; 2, Flexible beam; 3,
Eddy current sensor and „b… schematic view of the experimen-
tal setup without the magnetic bearing

Fig. 4 Horizontal external force: 1, Wire for external force; 2,
force transducer
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ments from the Hall sensors, strain gages, eddy current sensors
and the current through each coils are recorded. When the control
current reaches a maximum of 8 A �consequently a total current
of 16 A through the top coil and 0 A through the bottom coil�, the
control current is decreased stepwise again by using a step of
0.25 A every 3 s until the control current reaches zero. Measure-
ments from the different sensors and transducers are still recorded,
allowing one to detect any hysteresis errors.

Because the strain gages have been carefully calibrated in the
first step, it is possible to relate the flux measurements of the Hall
sensors to the actual applied magnetic force. Thus, the four Hall
sensors provide information about the actual net magnetic field in
the air gap of the AMB and the strain gages provide information
about the force applied to the shaft, both in horizontal and vertical
directions.

Mathematical Modeling
In general, the magnetic force can be computed from

F̄AMB =
Apole

2�0
�

k

B̄polek

2 �1�

assuming a uniform flux density in every flux-carrying cross sec-
tion and no flux fringing at the tip of the poles. In Eq. �1�, Apole
stands for the cross section of the poles carrying the flux densities
Bpolek

. Where Bpolek
are the fluxes at the different magnetic poles k.

�0 means the magnetic permeability of vacuum. Hence, the entire
force of the radial bearing results from the sum of the individual
forces of each pole.

In the four-pole AMB illustrated in Fig. 1, the force compo-
nents in both horizontal and vertical direction can be computed
from

Fhorz =
Apole

2�0
�Bpole1

2 − Bpole3

2 � �2�

Fvert =
Apole

2�0
�Bpole2

2 − Bpole4

2 � �3�

Hall Sensor Method. The first method for determining the
magnetic bearing forces is the direct measurement of the flux
density by means of Hall sensors at each pole. The Hall sensor
measures the flux density at the slot surface and not at the main
pole surface, and due to this, a scaling factor is necessary before
the measurement can be used together with Eqs. �2� and �3�. The
scaling factor is introduced as a geometric correction factor to the
actual flux measurement. Thus, the model for the Hall sensor
takes the form

Bpolek
=

VHk

KHOCk
ICk

Geok �4�

In Eq. �4�, index k refers to the different magnetic poles, VH is
the output voltage from the Hall sensor, KHOC is the open circuit
product sensitivity constant, and IC is the control current through
the Hall sensor. The factor Geo is a geometric correction factor
that, takes into account that the Hall sensor is mounted in a slot.
Moreover, such an empirical factor accounts also for nonuniform
flux densities, saturation in core material, flux fringing at the tip of
the poles among others, and not only for slot geometry.

The correction factor is sensitive to the actual slot geometry and
mounting of the Hall sensor. Such a correction factor can be iden-
tified by means of experiments and a least-squares method in the
following way:

Fvert =
Apole

2�0
�� VH2

KHOC2
IC2

	2

Geo2
2 − � VH4

KHOC4
IC4

	2

Geo4
2
 �5�

Fig. 5 Vertical up external force: 1, Wire for external force; 2,
force transducer

Fig. 6 Vertical down external force: 1, Wire for external force;
2, force transducer; 3, payload
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Apole

2�0 �
VH2,1

2 VH4,1

2

VH2,2

2 VH4,2

2

VH2,3

2 VH4,3

2

� �
� �

VH2,n

2 VH4,n

2

� 1

�KHOC2
IC2

�2 0

0
− 1

�KHOC4
IC4

�2
�Geo2

2

Geo4
2 
 = �

Fvert,1

Fvert,2

Fvert,3

�
�

Fvert,n

 �6�

Reluctance Network Method. A second force measurement
method is also investigated and is based on a reluctance network
model. In a reluctance network model, the bearing is modeled as a
multinode network of variable reluctances resulting in a magnetic
network that can be computed in an analog way to the electric
networks �12�. The equivalent reluctance network model of the
four-pole magnetic bearing is shown in Fig. 7.

The different reluctances in the network describe the air gaps,
pole legs, and iron paths of the stator and rotor, and they all
depend on the length, the cross-sectional area, and the material
constant of the flux carrying material. To compute the fluxes in the
network, a total of 12 algebraic equations is needed. If it is as-
sumed that no flux fringing and no flux leakage occurs and the
flux density is uniform in every flux carrying cross section, this
computation can be done in a two- step procedure that parallels
electrical circuit theory. First, summing the magnetomotances
around each independent closed loop �equivalent to Kirchhoff’s
voltage law�, give equations similar to

B2
g2�y�

�0
+ B2

l2

�0�r
+ B7

l7

�0�r
+ B1

g1�x�
�0

+ B1
l1

�0�r
+ B9

l9

�0�r

= − N2I2 − N1I1 �7�
The second step is to develop nodal equations using conserva-

tion of flux where flux paths intersect �equivalent to Kirchhoff’s
current law� giving equations similar to

B9A9 + B12A12 − B1A1 = 0 �8�
Setting up both the loop and nodal equations in matrix form gives

R̄�x,y�B̄ = N̄Ī�ix,iy,i0� �9�
The linear set of Eqs. �9� can easily be solved for the fluxes in

the air gaps �and other fluxes�, and the forces can be computed
using Eq. �1� taking into account the orientation of the poles.

Theoretical and Experimental Results

(a) Influence of the Slot on the Load Capacity. Figure 8
shows a finite element solution of the magnetic flux density sub-
jected to the Hall sensor mounted in the slot. The computation is
done using the finite element program from Meeker �13�. Such
magnetic field is diffuse and not very homogeneous, due to the
geometry of the slot. It introduces some difficulties while accu-
rately predicting the theoretical output of the Hall sensor.

Figure 9 shows the results of the numerical investigation con-
cerning the slot geometry and the load capacity. The length of the
slot is constant and equal to the length of the pole �70 mm�. Its
width and depth are varied. The bearing load capacity F is nor-
malized to the maximum load capacity, i.e., Fmax is obtained in the
absence of the slot. The slot area Aslot is normalized to the pole
area Apole, and the depth of the slot d is normalized to the nominal
air gap g0. The computation is done using the finite element pro-
gram from Meeker �13�.

The calculations have shown that the influence of the slot ge-
ometry, shown in Fig. 2�b�, on the load capacity is below 2%.
Such a claim can be experimentally verified by comparing the
max load capacity of the bearing with and without the slot �10�.

(b) Calibration of Strain Gages. Figure 10 shows the results
of the calibration of strain gages for one main direction and serves
as a reference between the strain gages and the external force
measured by using the force transducer. The results plotted in Fig.
10 are from a complete force cycle that is starting at 0 N gradually
increased to 1900 N and then again gradually decreased to 0 N.

The residual error between the force predicted from the linear
strain gage model �y=ax+b� and the actual force measured from
the force transducer is analyzed and the mean error is 0.03% with
a standard deviation of 0.24%. Error percentage is normalized
with respect to the instantaneous measured force reading from the
force transducer, i.e. percent error��Fmeas−Fmodel� /Fmeas.

As the results from Fig. 10 shows the hysteresis error in the
strain gage model is minimal and will be neglected throughout the
rest of the paper. The experiment is repeated for the three remain-
ing main directions giving a total of four calibration figures simi-
lar to Fig. 10.

(c) Magnetic Forces From Hall Sensor. Two different meth-
ods of force measurement have been investigated: �i� direct mea-
surement of the magnetic flux at the bearing poles using slot
mounted Hall sensors with empirically determined correction fac-
tors and �ii� a variable reluctance network using measurements of
the current input signals and rotor position. The geometric correc-
tion factors are empirical factors, which account for slot geometry,Fig. 7 Reluctance network model
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nonuniform flux density, saturation in core material, and flux
fringing at the tip of the poles. They are identified by using a
least-squares method, as explained in the previous section, and
presented in Table 1. Such factors are related to magnetic forces in
both vertical coils. The correction factors from Table 1 are used
together with Eq. �5�, and the actual flux measurement to compute
the magnetic force.

Figure 11 shows a plot of the experimentally measured force

versus the calculated force in the vertical up direction with a bias
current of 8 A �i0�, and varying the control current �iy� from 0 A
to 8 A to 0 A �that is 100% of the bearing force�. The experiment
is carried out numerous times. Because of stick-slip in the bound-
ary conditions, it is not possible to get accurate results at low
forces �below 400 N�. Such phenomena were observed during the
first step of the procedure, calibrating the strain gages, as well as
during the second step, characterization of magnetic forces.

The percent error between the calculated force predicted by the
flux measurement model and the measured force is analyzed and
has a mean of 0.03% and a standard deviation of 0.79%. It is
worthy to mention again that the error percentage is normalized

Table 1 Geometric correction factors identified experimentally
by means of least-squares method

Vertical Up Vertical Down

Geo2
2 Geo4

2 Geo2
2 Geo4

2

Bias 6 A 4.96 1.82 5.31 2.11
Bias 8 A 5.34 2.77 5.42 2.72
Bias 10 A 6.46 4.11 5.69 3.46

Fig. 8 Visualization of the magnetic field density around the Hall sensor and slot cross
section—numerical investigation

Fig. 9 Reduction of bearing load capacity as a function of area
ratio Aslot /Apole and slot depth and gap ratio d /g0

Fig. 10 Strain gage versus external force Fig. 11 Experimentally versus calculated force - Hall sensor
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with respect to the instantaneous measured forces, obtained from
the strain gage signals. In the analyzed dataset, the maximum
force error is �1.8%.

In theory, a Hall sensor shall relate the flux to the output volt-
age in a linear way, and if hysteresis in the core material is neg-
ligible, it also allows one to establish a linear relation between the
coil current and the output voltage. It means that a change in bias
current would result in an offset of the output voltage. Figure 12
shows the theoretical behavior of a Hall sensor in an AMB with a
flux-splitting coil configuration.

If the coil configuration had been such that flux splitting was
not used, the lines would have no offset. Because the bearing uses
flux splitting, the current through coil 1, for example, influences
the flux in poles 2 and 4, even though the current is held constant
in these coils, adding an offset to the Hall sensor output voltage.
When the rotor is centered, these offsets cancel out because the
bias current will produce equal forces on opposing poles.

The experimental behavior of the magnetic flux measured by
using the Hall sensor is shown in Fig. 12. For bias current of 6 A
and 8 A, good agrement between theory and experiments was
found. Residual errors of the order of 1% are achieved. Neverthe-
less, for bias current of 10 A, Fig. 12 illustrates some deviation
from the theoretical flux. The deviation is due to model error, i.e.,
the model is taking into account neither saturation nor other non-
linearities in the core material. Because the geometric �or correc-
tion� factors are empirically determined, the model error can be
significantly reduced by identifying a set of correction factors,
each set related to a bias current and each identified by using a
least-squares method and the force measurements from the strain
gages. Table 1 shows the sets of correction factors associated to
three different values of bias current.

Two Hall sensors have different correction factors, as can be
seen in Table 1. An explanation for this difference may be attrib-
uted to a combination of different uncertainties that all influence
the correction factors. The uncertainties are mainly due to inaccu-

racies in the manufacturing of the slots and differences in the
actual mounting position of the Hall sensors. Nevertheless, small
differences in sensor constants, such as the open-circuit product
sensitivity �KHOC� and the control current �IC�, will influence the
correction factors.

(d) Magnetic Forces From Reluctance Network. The same
experimental data are used together with the reluctance network,
Eq. �9�, to calculate the force. Inputs for the network are control
currents �ix , iy�, bias current �i0�, and rotor position �x, y�. Figure
13 shows the behavior of the measured force versus the calculated
force using the reluctance network. The bias current is 8 A �i0�,
and the control current �iy� is varied from 0 A to 8 A to 0 A.
Because of stick-slip in the boundary conditions, it is not possible
to get accurate results at low forces �below 400 N�.

The percent error between the calculated force predicted by the
reluctance network and the measured force date is analyzed; and it
has a mean of −0.59% and a standard deviation of 7.14% The
error percentage is normalized with respect to the instantaneous
measured force reading from the strain gages.

It is clear that the reluctance network suffers from the unmod-
eled nonlinearities of the magnetic material; hence, hysteresis has
a significant influence on the accuracy. The network could be
extended to consider nonlinear material behavior as described in,
e.g., �14,15�, and it would probably improve the accuracy. In the
analyzed dataset, the maximum force error is �10%.

(e) Comparison: Hall Sensor Versus Reluctance Network. In
Table 2, the two force measurement methods are summarized and
compared for the vertical direction and for different bias currents.
It is possible to conclude that measurement of the magnetic flux
density leads to the most accurate results.

Conclusions and Future Aspects
Two different methods of force measurement in a radial active

magnetic bearing have been investigated and compared. The two

Table 2 Errors: vertical up and vertical down

Vertical up Vertical down

Hall sensors Reluctance network Hall sensors Reluctance network

Average
error
�%�

Standard
deviation

�%�

Average
error
�%�

Standard
deviation

�%�

Average
error
�%�

Standard
deviation

�%�

Average
error
�%�

Standard
deviation

�%�

Bias 6 A −0.02 0.57 −0.62 3.98 −0.11 0.93 −0.68 4.05
Bias 8 A −0.03 0.79 −0.59 7.14 −0.06 0.88 −0.58 6.89
Bias 10 A −0.02 1.04 −0.15 8.04 −0.23 1.22 −0.30 7.66

Fig. 12 Behavior of Hall sensor: Solid line, theoretical; Ã, bias
6 A „experimental…, �, bias 8 A, „experimental…, �, bias 10 A
„experimental…

Fig. 13 Experimentally versus calculated force—reluctance
network
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methods are based on a reluctance network and on the direct mea-
surement of the magnetic flux density at all poles by using Hall
sensors.

A novel Hall sensor mounting method has been presented that
does not require enlargement of the air gap. As a result of the
novel mounting method, a set of geometric correction factors are
introduced and identified. The correction factors take into account
uncertainties associated with each individual Hall sensor, satura-
tion in core material among others.

The direct measurement of the flux using Hall sensors shows
the most accurate results with errors of the order of 1%. This high
accuracy is mainly assured due to the relative small bearing gap
variations, i.e., variations up to 24% of the bearing gap.

Fig. 14 illustrates by means of a photograph and a schematic
drawing how the calibrated AMB will be used to identify damping
and stiffness coefficients of active lubricated bearings. Oil film
coefficients in such a type of active bearings are strongly depen-
dent on the control gains as well as servovalve dynamics. It means
that such oil film coefficients are strongly frequency dependent
�16,17�. Figure 14�a� shows the test rig composed of a long shaft
supported by three bearings: a ball bearing at one of its extremity
�on the left-hand side�, by the investigated AMB in the middle,
and by an active lubricated bearing at the shaft extremity �on the
right-hand side�. The AMB will be used as a calibrated shaker,
and the shaft displacement inside of the gap will not exceed 24%
of the bearing gap. The main advantage of the technique is the
application of high accurate force �with �1% error� without con-
tact between shaker and shaft, i.e., without introducing additional
damping nor hanging inertia.

Nomenclature
Ai � cross sectional area of ith section

Apole � pole cross-sectional area
Aslot � slot cross-sectional area

B̄ � magnetic flux density matrix
Bi � magnetic flux density in ith segment

Bpolek � magnetic flux density in kth pole

F̄AMB � force vector
Fhorz � force in horizontal direction
Fvert � force in vertical direction
Geok � geometric correction factor for kth Hall sensor

Ī � coil current vector
I � coil current

ICk � control current for kth Hall sensor
KHOCk � open circuit product sensitivity for kth Hall

sensor

N̄ � coil turn matrix
N � coil turn

R̄ � reluctance matrix
R � reluctance

VHk � output voltage of kth Hall sensor
gk � distance between rotor and kth pole
i0 � bias current
ix � control current for horizontal direction
iy � control current for vertical direction
li � length of ith segment
x � rotor eccentricity in horizontal direction
y � rotor eccentricity in vertical direction

�0 � permeability of free space
�r � relative permeability
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Dynamic Behavior of Spherical
Friction Dampers and Its
Implication to Damper Contact
Stiffness
A model that predicts the quasi-static behavior of a friction damper that has spherical
contacts was developed using Mindlin’s theory. The model was integrated into a dynamic
analysis that predicts the vibratory response of frictionally damped blades. The analytical
approach was corroborated through a set of benchmark experiments using a blades/
damper test fixture. There was good agreement between the theoretical predictions of
amplitude and the values that were measured experimentally over a wide range of test
conditions. It is concluded that it is possible to predict the vibratory response of friction-
ally damped vibrating systems using continuum mechanics, provided that the contact
geometry is clearly defined and the local nonlinear contact is correctly taken into
account. �DOI: 10.1115/1.2436547�

1 Introduction

Friction dampers are used in gas turbine engines to increase
energy dissipation and reduce vibratory response. The dampers
are pieces of metal that fit between the blades and that are held in
place by centrifugal force. A significant amount of research has
been reported in the literature on friction damping of turbine
blades. A review paper by Griffin �1� summarizes the research
prior to 1990. Examples of research since 1990 are the papers by
the researchers at Ohio State �2–4�, Carnegie Mellon �5,6�, Impe-
rial College �7�, Penn State �8,9�, Csaba �10�, Sextro et al. �11�,
and Szwedowicz �12�. This problem is a difficult one for the fol-
lowing reasons: three-dimensional motion across the friction in-
terface, the effects of variable normal load �especially in the con-
text of wedge-type dampers�, modeling the dynamic behavior of
the damper as an independent body, and modeling microslip. In
this regard, of particular note is the progress made by the re-
searchers at Ohio State University �13,14�, at Imperial College
�15–17�, and at the University of Hannover �18–21�. An addi-
tional issue that has been raised by engineers in industry who
design friction dampers is how to accurately predict the damper’s
stiffness.

Experts from Rolls Royce, GE Aircraft Engines, Pratt & Whit-
ney, and Siemens Westinghouse attended a workshop on contact
mechanics and friction damping sponsored by the U.S. Depart-
ment of Defense in 2001. The unanimous view expressed by the
industrial representatives was that the friction damping codes that
they used tended to over predict damper performance unless the
models were “calibrated” by experimental data from component
tests—typically spin-pit tests �22�. In particular, they agreed that
in order to get the computer codes to match the actual amplitude
reductions seen in the component test data, it was necessary to
significantly reduce the damper’s stiffness from what would be
calculated using a standard finite-element analysis of the damper.
The purpose of the research reported here is to try to gain a better
understanding of why this may be the case. In this context, it is

necessary to look in more detail at recent research on friction
dampers reported in the literature and focus on how they deal with
stiffness.

There are two recent papers that report experimental studies on
under-platform dampers. The behavior of wedge dampers is inves-
tigated in the paper by Sanliturk et al. �7�. Their experiments were
of two types. In the first, the damper is separately tested in a
special fixture to measure its hysteresis curves. The curves are
fitted with an array of macroslip elements in order to have an
analytical friction model that represents the damper’s behavior. In
a separate set of experiments, a wedge damper is secured between
two vibrating blades, and the dynamic response of the system is
measured over a range of frequencies and normal loads. The ana-
lytical damper friction model is then used in a nonlinear vibration
analysis to predict the behavior of the vibration experiments. In
order to do this, the analytical damper model was generalized to
take into account variable normal load effects that occur in the
vibration experiment. The agreement between the experimental
data and predictions was moderately good. However, for some
normal loads the peak amplitudes were off by factors of two to
four and an empirical correction factor for damper rolling was
developed to improve the correlations. More importantly, from the
perspective of this paper, the damper stiffness used in the model
was measured directly from the hysteresis tests and not analyti-
cally computed. As a result, this paper does not address the issue
of whether or not it is possible to accurately predict damper stiff-
ness.

From the perspective of predicting damper stiffness, a more
relevant study is the one reported by Panning et al. �19�. In this
case, the vibration test is essentially the same as Ref. �7� except
that the damper is a cylindrical pin damper. The damper is mod-
eled as a separate rigid body that is connected to the blade through
a grid of contact elements that takes into account the static load
distribution from Hertzian contact. Since the damper is modeled
as a rigid body, the only damper flexibility is from the friction
contact elements. The paper states that “the contact model is based
on a discretization of the contact surfaces into several point con-
tact elements. It includes the elasticity of the contacting surfaces
in tangential as well as in normal direction, perpendicular to the
contact plane.” “The developed model includes roughness that
causes a nonlinear dependency between the tangential and normal
stiffnesses and the relative displacement in normal direction.”
Later in the paper, it states that the “tangential and normal stiff-
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nesses can be estimated by means of a finite-element model of the
blade platforms and the friction damper.” From the paper it is not
clear how the finite element calculated stiffness and the surface
roughness induced flexibility are combined to produce the net
values of stiffness that is used in the model. �It is clear, however,
that it can be very large, i.e., the stiffness can go to zero because
of surface roughness.� As that may be, when predictions from the
analytical model are compared with the experimental data, the
resulting agreement is very good. Panning et al. compare the fre-
quency response predicted by their model with their experimental
data for five different normal loads. The agreement is excellent for
all but the highest normal load. From this result, one would tend
to conclude that Panning, et al. had found the missing factor in the
damper stiffness calculations, i.e., the additional compliance of a
surface layer caused by surface roughness effects. The calculation
of the flexibility caused by surface roughness is explained in more
detail by Sextro in Refs. �23,24�.

This result, if correct, is important for two reasons. According
to engineers that design dampers �22�, the missing factor in the
damper stiffness calculation had a major effect, i.e., the flexibility
from the unknown source was a dominant factor in determining
the damper’s performance. Practically this means that if Panning
et al. are correct, then the compliance of the surface layer must be
a dominant source of flexibility in the damper. If this is the case,
then one has to reconsider the validity of any interface stress
calculation that neglects the compliance caused by the roughness
of the surface layer. This would, in general, have important impli-
cations to contact mechanics, and, more specifically, to the meth-
ods that are now being used to calculate contact stresses in dove-
tails and fir tree attachments �25� and that do not include this
effect. Thus, it is important to verify the conclusion of Panning
et al. that the compliance of a thin surface layer is an important
factor in modeling friction dampers and, more generally, in mod-
eling interface mechanics.

The contact geometry of the cylindrical, pin damper in contact
with a flat surface as tested by Panning et al. is similar to that of
a sphere in contact with a flat surface. They are both Hertzian
contact problems in which the contact area depends on the mag-
nitude of the applied load. O’Connor and Johnson �26� experi-
mentally studied the effect of surface asperities on the tangential
compliance of a smooth steel ball in contact with a rough flat
surface. Johnson in his book on contact mechanics �27� summa-
rizes his key result as follows. “An experimental study of a hard
steel smooth sphere, pressed into contact with a rough flat by a
constant normal force showed that the compliance under the ac-
tion of a superimposed tangential force, given by Eq. �7.24�, was
affected very little by the roughness of the surface.” Equation
�7.24� referred to by Johnson was derived for a smooth sphere in
contact with a smooth flat and was derived from elasticity theory
and included no surface roughness effects. He goes on to explain
why. “In the central region of the contact area, as Fig. 7.7 shows,
the tangential traction is a minimum while the normal pressure is
a maximum. The real contact area in this region will be high and,
in consequence, the compliance of the asperities will be small.
Since the tangential traction is also small in that region, the con-
tribution of the asperity deformation to the bulk compliance is
negligible.” It seems logical that this reasoning would also apply
to the cylindrical contact geometry used in the Panning et al.
study. If so, then the flexibility attributed to surface roughness
would have to be caused by a different mechanism not taken into
account in their approach.

One source of additional compliance that is not mentioned in
the paper by Panning et al. is the highly localized strain concen-
tration that occurs because of Hertzian contact. It is important to
emphasize that this effect can be calculated using simple elasticity
theory of the nominal contact geometries �a smooth cylindrical
damper on a smooth flat blade platform� and does not take into
account surface roughness or asperities. The strain concentration
is very large because the forces in the contact region are spread

over a very small area, a contact patch of radius a. In the case of
Hertzian contact of a sphere on a flat surface, the strains and
displacements are so highly localized that it is possible to deter-
mine closed form expressions for normal and tangential stiff-
nesses due to the local strain concentration that are nonlinear
functions of the applied load �27�. They are

kN = � 2G

1 − �
��3NR�1 − ��

4G
�1/3

�1�

kT = � 4G

2 − �
��3NR�1 − ��

4G
�1/3

�2�

where G is the shear modulus; N is the applied load; R is radius of
sphere; and � is Poisson’s ratio. No such closed form expressions
exist for stiffnesses in the case of cylindrical contact. The reason
for this is that in two-dimensional elasticity theory, the internal
displacements caused by a load applied on the surface of a half-
space do not die off in the same manner as they do in three-
dimensional elasticity. Let r be the distance from the applied load,
in three dimensional elasticity the displacements are of order 1 /r
as r→�, i.e., they go to zero and a unique stiffness due to highly
localized strain concentrations exists. However, for two dimen-
sional elasticity the displacements are of order ln�r� as r→�, i.e.,
they do not go to zero and, while the strains tend to be highly
localized, the effective stiffness depends on the full geometry of
the part under consideration and how it is constrained at its other
boundaries. Practically, this means that the contact stiffness of any
part modeled using two dimensional elasticity has to be calculated
using a numerical method, typically finite-elements. So, what are
the characteristics of a finite-element model that will correctly
compute the contact stiffness using plane strain or plane stress
elements, and why would it be difficult for someone to correctly
compute them?

The authors of the work reported here have had experience in
calculating the effect of the local strain concentration on the stiff-
ness of a damper modeled with two-dimensional elasticity theory.
There are two primary considerations in getting a good answer.
The first is that contact loads have to be applied over the correct
length surface. Practically, this means the length of the contact
surface is calculated from Hertz’s theory for a cylinder, i.e., a
= �3NR�1−�� /4G�1/3, where a is half the length of contact �27�.
Second, the finite-element mesh directly under the contact region
needs to be small relative to the contact length, a. In general, it
was found that in order to get converged values of stiffness the
mesh size in the contact region had to be about one order of
magnitude smaller than a.

It is worth noting that you cannot correctly calculate the stiff-
ness of a damper by applying two opposite and equal forces at
only two nodes. If you did this then the answer from your finite-
element analysis would depend on the size of the finite element
mesh. In the limit as the mesh size goes to zero, you would find
that the displacements increase without bounds and that the stiff-
ness would go to zero. The reason is that the two point constraints
represent the loading as two line loads and, as the mesh gets
smaller, the finite-element solution picks up the logarithmic sin-
gularities in displacements that occur directly under the line loads.
The point is that to determine contact stiffness it is absolutely
essential to apply the loads over the correct length and to have a
local mesh that is small compared with this size scale. This is not
a procedure that is commonly used by industry, nor was it men-
tioned as an issue in the paper by Panning et al.

The research presented in this paper focuses on the effect of the
highly localized strain concentration and how it affects the stiff-
ness of the damper and its effectiveness in reducing vibratory
response. The issue is whether the resulting theory correctly pre-
dicts the experimentally measured values of damper stiffness as
well as the dynamic response of a frictionally damped turbine
blade system without including a stiffness reduction factor for
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surface roughness. If it does, then the need for including a stiff-
ness reduction factor because of the roughness of the surface will
need to be further investigated in order to establish when it is, in
fact, important and should be taken into account.

In order to examine this issue in the simplest possible context,
the experiments reported here were designed to remove as many
uncertainties as possible. For example, the experiments use
spherical dampers, i.e., dampers in which the friction contact oc-
curs between spherical and flat surfaces. This means that the con-
tact locations are well known. The damper used in the vibration
experiments had three hemispheres that contacted the blades
�Figs. 1 and 2� so that the distribution of normal loads could be
determined statically. The regions on the blades in contact with
the damper were horizontal so that dynamic variations in normal
load were not important and would not add unnecessary compli-
cations to the calculations. The goal was to provide an experimen-
tal benchmark in which the important factors that affect the per-
formance of the damper where as well known as possible.

In order to provide a benchmark, the frequency response ex-
periments reported here were performed for a range of excitation
levels as well as normal loads, i.e., the excitation forces vary by
about a factor of 20 and the normal loads vary by about a factor of
ten. Since damper performance changes with excitation level as
well as normal load, it is critical to experimentally establish the
effect of each. In addition, the experiments were repeated to as-
sess scatter. In total, the results of about 200 frequency response
measurements are reported in this paper. In contrast, the earlier
studies reported only one set of results for only one excitation
level.

Finally, a damper that has spherical contacts was chosen for
another reason. Unlike damper geometries such as cylindrical
dampers or cottage roof dampers, spherical dampers have closed
form elasticity solutions that characterize their behavior. The so-

lutions take into account the nonlinear contact behavior, the local
strain concentration, and microslip at the friction interface. As a
result, it is relatively easy to take these factors into account and
see if it is really necessary to also include surface roughness ef-
fects.

In order to put the current research in context, it is first neces-
sary to summarize the results of an earlier study by the authors
�28� on spherical dampers. That paper reported the results of
quasi-static and dynamic experiments that directly measured the
properties of a spherical surface in contact with a flat surface. This
entailed measuring the shear force across the friction interface as
well as the relative displacement across the interface. The hyster-
esis curves were then processed to determine the stiffness of the
dampers under various normal loads as well as the effective non-
linear stiffness and damping of the spherical contact as a function
of amplitude; see Refs. �28,29� for details. The stiffnesses were
determined by measuring the initial slope of the hysteresis curves
and were compared with those predicted by elasticity theory, Eq.
�2�, without including any surface roughness effects. The results
are shown here in Table 1. It is worth noting that the tangential
stiffness of the damper was quite well predicted by elasticity
theory for radii of curvature that varied by a factor of ten and for
excitation frequencies and normal loads that varied by two orders
of magnitude. In effect these results confirmed those reported by
O’Connor and Johnson �26� that said that surface roughness had a
negligible effect on the compliance.

Also in the paper on spherical dampers, the authors processed
the experimental hysteresis curves to determine the effective non-
linear damping and stiffness of the contact. Mindlin derived a
closed form solution for the hysteresis curves for a tangential load
applied to spherical contact in Ref. �30� that takes into account
microslip as well as gross slip of the interface. Mindlin’s hyster-
esis curves were processed in the same manner as the experimen-
tal data to determine theoretical values of nonlinear damping and
stiffness for spherical contact. A comparison of the theoretical
results with the experimental results is shown in Fig. 3. Basically,
Mindlin’s elasticity solution of the nonlinear contact problem does
a very good job of predicting the experimental data over a wide
range of normal loads, frequencies, radii, and amplitudes. Further-
more, Mindlin’s theory indicated that a unique set of nondimen-
sionalized nonlinear stiffness and damping curves exist that cap-
ture the local behavior of the contact—this is the way the results
are presented in Fig. 3. It is clear from the results that the experi-
mental data does, in fact, confirm the nondimensionalization as
predicted by Mindlin’s use of elasticity theory.

Consequently, the results presented in Ref. �28� indicate that
elasticity theory that properly takes into account the local strain
concentration and microslip should be able to predict the damper’s
stiffness and performance without having to include an additional
compliance due to surface roughness. The purpose of the research
reported in this paper is to demonstrate that this is, in fact, the
case.

2 Experiment
The goal of the experiments reported here is to develop a set of

benchmark data that characterize the vibratory response of the
blade, friction damper system shown in Fig. 1. This was done by

Fig. 1 Test apparatus used for vibration measurements

Fig. 2 Damper specimen for a vibration test

Table 1 Stiffness comparison between experiments and Mind-
lin’s theory

Dynamic
condition
�Hz�

Radius
�m�

Normal
load
�N�

kExp
�N/m�

kMindlin
�N/m�

Dynamic �50� 0.0127 69 31.6�106 +11.6%
−7.9%

31.7�106

Quasi-static �0.1� 0.027 8,900 327�106 +5.0%
−8.2%

345�106

Quasi-static �0.1� 0.127 17,800 401�106 +9.1%
−4.7%

435�106
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measuring the damper’s peak amplitude and peak frequency for a
range of normal loads and excitation levels. Curves of peak am-
plitude as a function of excitation force for fixed contact load are
known as damper performance curves �5,31� and are one way of
quantifying the damper’s effectiveness. The results of these mea-
surements will be compared with predictions based on Mindlin’s
theory in Sec. 3.

2.1 Experimental Configuration. Figure 1 shows the test
fixture used in the experiments. The fixture is similar to the one
used by Sanliturk et al. �7� and by Panning et al. �19�. The fixture
is composed of two blades with a friction damper in between. The
friction damper works as an under-platform damper when it
makes contact with two horizontally protruding parts of each
blade. A pulley assembly applies a force on the damper that results
in normal loads on the friction interfaces. A line is attached at the
friction damper’s center of mass that goes over a pulley and has a
dead weight hanging at the other end that consists of a “dish” and
weights that are changed from one set of experiments to the next.

Each blade was excited by a speaker using a tube fitting �Fig.
1�. The two blades were excited in the anti-symmetric mode in
which the blade tips move toward and then away from each other.
The anti-symmetric mode was chosen since it causes the maxi-
mum motion across the friction damper and provides a good test
of the theory. The blades’ vibratory responses were recorded using
accelerometers at the blade tips that were oriented in opposite
directions. As a result, the real-time average value of the two
accelerometer signals then directly measures the relative motion
between the blades. A thin pin under the damper was welded onto
both blades to increase the frequency in the first anti-symmetric
mode in order to prevent interaction between the symmetric and
anti-symmetric modes during the tests.

The damper specimen shown in Fig. 2 is a blade-to-blade
under-platform damper. Since its three spherical heads make con-
tact with a flat surface, Mindlin analysis can be used to character-
ize its behavior. The three spheres are analogous to the three legs
of a stool. They all stay in contact, and the contact forces can be
easily calculated from a static analysis.

2.2 Excitation Force Calibration. Frictionally damped sys-
tems are nonlinear. As a result, it is important to know the mag-
nitude of the force exciting the system. The speaker excitation
system used in this test was calibrated from tests on the system
without the friction damper. By measuring the inherent damping

in the system and using a finite element model of the blade1 �Fig.
4�, the force generated by the speaker system could be determined
as a function of the voltage from the signal generator. The results,
shown in Fig. 5, indicate that the amplifiers gradually become
saturated and limit the forces to those used in the experiment. As
a result, the excitation force could be varied from 0.0031 N to
0.058 N. Thus, the magnitude of the excitation force could be
varied by an order of magnitude in the experiments which pro-
vides a reasonable set of benchmark experiments.

2.3 Measurement: Damper Performance Curve. A damper
performance curve characterizes how well the damper works over
a range of excitation forces. It is measured as follows. The normal
load and the magnitude of the excitation force are held constant.
The frequency of the excitation force is varied in order to measure
the frequency response of the blade. The maximum amplitude of
the blade �peak amplitude� as well as the frequency at which it
occurs �the peak frequency� is inferred from the frequency re-
sponse. The measurements are repeated over a range of excitation
forces. The damper performance curve is a plot of the peak am-
plitude as a function of the excitation force. The damper perfor-
mance curves were measured for four different values of damper
load corresponding to a contact force W equal to 0.44 N, 0.89 N,
1.78 N, and 3.56 N. In addition, plots of peak frequencies were
also determined as a function of the magnitude of the excitation

1Note that the displacements at only three points are relevant in this study, points
1, 2, and 3, i.e., the point where the damper contacts the blade, the point where the
blade is excited, and the point where the accelerometer is attached. The damper
contacts the blade at two points on one side and a single point on the other. Because
of the geometry and the types of modes that participate in the response, it was found
that all three points have essentially the same modal deflections. As a result, a single
value of modal deflection could be used to represent their response.

Fig. 3 Comparison between experiments and Mindlin’s
prediction

Fig. 4 A quarter model of FEM
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force for the four normal loads. The results of the measurements
will be shown in Sec. 4 where they will be compared with the
predictions.

3 Analysis
The analysis presented here involves three ideas. The first is

that the nonlinear forces are periodic and can be approximated by
the lowest frequency terms in their Fourier series expansion, i.e.,
the nonlinear equations will be solved using the harmonic balance
�HB� method. This is a very standard approach and is used in most
of the papers referenced here. The second is that the complete
friction damper �including the contact points with the blade plat-
forms� can be replaced with a single equivalent nonlinear element.
This idea uses the concept that the damper can be represented in
terms of complex spring elements, see Sanliturk et al. �7�. The
third is that dynamic response of the linear portions of the test
apparatus can be characterized by using receptances
�13,14,32–37�. The process results in a system of nonlinear alge-
braic equations that are solved numerically. This is described in
more detail in the following subsections.

3.1 Harmonic Balance. The fundamental terms in a Fourier
series expansion of the nonlinear force include a part that is in
phase with the motion and a part that is out of phase. The in-phase
part can be thought of as the equivalent stiffness, and the out-of-
phase part as the equivalent damping. As a result, the nonlinear
force on each spherical contact can be related to the motion across
the contact in terms of an equivalent stiffness and damping. In the
case of spherical contact, unique expressions for these quantities
can be derived from Mindlin’s theory �28�. The dimensionless
nonlinear stiffness and damping are plotted in Fig. 3 as a function
of dimensionless amplitude. Analytic expressions for the two
curves were obtained by fitting a fourth-order Padé rational func-
tion approximation to the results �see the Appendix�. The follow-
ing subsection describes how this result was applied to the actual
damper that has multiple contact points.

3.2 Incorporating Nonlinear Damper Elements. Equivalent
friction forces can be applied separately to each contact surface,
assuming that the contact joint itself behaves like a spring and
damper acting in parallel �Fig. 6�. The spring provides a force that
is in phase with the displacement, while the damper provides a

force that is 90 deg out of phase with the displacement. Therefore,
the contact joint can be treated as a spring that has the complex
stiffness

kc = k + ic� �3�
Figure 7�a� shows one of the friction dampers used in the test-

ing. In effect, the two spherical contacts on the left are like two
complex springs in parallel. The body of the damper has an
equivalent linear stiffness that acts like a spring in series. Finally,
the spherical contact on the right acts like a complex spring in
series. This leads to the equivalent complex spring system shown
in Fig. 7�b�. The two contact joints acting in parallel on the left
each have a complex stiffness kc1. There is an equivalent linear
spring kL that represents the bulk stiffness of the material in the
middle. There is another contact joint on the right that has a dif-
ferent contact stiffness kc2 because it has a different normal load.
Figure 7�c� shows three spring elements that act as springs in
series through which the force 2f1 is transmitted.

By breaking the damper system down in this manner, it is pos-
sible to calculate an equivalent complex stiffness for the damper
system. Since some of the elements are nonlinear, it is necessary
to implement the process numerically. The procedure is the fol-
lowing: First, a value of displacement across the first contact re-
gion on the left, x1, is assumed. From Mindlin’s theory the rela-
tionship between the force f1 and the displacement x1 is known,
so kc1 is calculated and f1 is known. Second, this result is multi-
plied by 2 to define the force acting on the joint on the right. Since

Fig. 5 Peak voltage input versus excitation force graph

Fig. 6 Spring and damper in parallel
Fig. 7 Friction joints replaced with equivalent nonlinear
elements

Journal of Engineering for Gas Turbines and Power APRIL 2007, Vol. 129 / 515

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the relationship between force and displacement in the joint on the
right is known, the displacement in the joint on the right can then
be determined. Once the displacement in the joint on the right is
known, its complex stiffness can be calculated. Because the
springs act in series, the equivalent stiffness for the whole joint
can be calculated as

1

kequiv
=

1

2kc1
+

1

kL
+

1

kc2
�4�

Next, the displacements x1, xL, and x2 are added to determine
the total displacement across the joint, z. Consequently, the
equivalent complex stiffness can be calculated as a function of

total displacement, z.
The linear stiffness of the bulk material was calculated using a

static finite-element analysis. A special approach was required
here, due to the fact that high strain concentration at the contact
points affects the stiffness and this effect has already been taken
into account by using Mindlin’s theory and the complex stiff-
nesses kc1 and kc2 to represent the contacts. The approach used
was based on the springs-in-series concept described in Fig. 7.
Because Mindlin’s theory takes into account the deformation in
the high-strain region surrounding the contacts, it was eliminated
by using a much higher elastic modulus in these regions. This was
done by setting the elastic modulus 1000 times higher in small
hemispherical regions surrounding the contact points �Fig. 8�. The
radii of the spheres were taken to be ten times the contact radius
as calculated from Hertz theory. This practically eliminates the
local deformation since it is known that more than 90% of the
strain energy is contained within this region �27�. The bulk linear
stiffness kL was then calculated using the resulting finite element
model. Its value was at least an order of magnitude larger than the
nonlinear stiffnesses of the joints. As a result, it had little effect on
the predicted behavior of the friction damper. Thus, nearly all of
the deformation in the damper was caused by the high strain con-
centrations directly under the contact points that were captured by
Mindlin’s elasticity analysis and incorporated in the complex stiff-
nesses kc1 and kc2.

The values of equivalent stiffness and damping that were cal-
culated for the complete damper system are shown in Fig. 9 as
functions of z. Figure 9�a� shows the stiffness and damping when
the total load on the damper W equals 0.44 N and Fig. 9�b� shows
the results for 3.56 N. Because the majority of the damper’s flex-
ibility is caused by local deformation in the contact regions, its
stiffness and damping are determined from Mindlin’s theory and
are proportional to the cube root of the vertical load W on the

Fig. 8 Application of springs-in-series concept

Fig. 9 Combined effective stiffness and damping through all joints
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damper. Thus, the equivalent stiffness and damping are predicted
to be twice as large when W equals 3.56 N, Fig. 9�b�, than they
are when W equals 0.44 N �Fig. 9�a��. In addition, the horizontal
axes also roughly scale by a factor of two as indicated by the
points at which maximum damping occur in the two curves. The
fact that the theory predicts very different behavior in these two
cases indicates that the experiments should provide an interesting
test of the theory.

3.3 Receptance Formulation and Numerical Solution. To
complete the formulation, receptances �13,14,32,33� were used to
represent the remaining parts of the test apparatus. To understand
the approach used here, consider the schematic of the blade shown
in Fig. 10. In the figure, F1 represents the force from the friction
damper and F2 the acoustic force from the speaker. The displace-
ments in the blade are similar to that of a beam in its first bending
mode. As a result, the deflections in the platform are essentially
uniform along the width of the blade. Consequently, the two fric-
tion forces from the two different spherical contact points on the
left side of the damper can be replaced with an equivalent force
acting at a single point that is twice as large. From the information
in Fig. 9, the friction force F1 is a known function of the relative
motion across the damper, z. In addition, it will be shown that the
external force F2 can also be determined if z is known. Thus, both
forces are designated as functions of the relative motion across the
blade platforms, z.

The procedure for determining F2�z� and the motion at the
blade tip u3�z� is the following. First, the motion z and frequency
of excitation � are assumed, so that force F1 can be calculated
from the information in Fig. 9 as

F1�z� = − z�kn�z� + i�cn�z�� �5�
The displacement z can be expressed in terms of the applied

forces by using receptances Rij where the i subscript indicates the
point where the displacement is calculated and the j subscript
indicates the point at which the force is applied

z

2
= F1R11 + F2R12 �6�

The receptances of the test apparatus without the damper were
calculated in the standard manner �13,14� by summing ten finite
element modes2 and using the value of inherent damping that was
measured in the excitation force calibration experiment �see Sec.
2.2�. The displacement is equal to z/2 since z represents the total
displacement across the damper and only half of it comes from the
blade on the left.

If it is assumed that z is known, then F1�z� is calculated from
Eq. �5� and F2�z� from Eq. �6�, i.e.

F2�z� =
z/2 − F1R11

R12
�7�

Once F1 and F2 are determined, u3 may also be calculated
using receptances

u3 = F1R31 + F2R32 �8�

Since u3 and F2 are both known, the motion at the blade tip, u3,
is now known as a function of F2 and �

u3 = u3�F2,�� �9�
This approach was implemented in the following manner. For a

fixed value of �, it was assumed that z incrementally took on a
series of values from 0 to zmax. For a given value of z, the non-
linear stiffness and damping terms were determined from the in-
formation in Fig. 9; consequently, F1 could be calculated from Eq.
�5�. Because � was known, the receptances in Eqs. �7� and �8�
could be calculated. Since z and F1 were now known, Eq. �7�
could be used to calculate the external force F2. Equation �8� was
then used to calculate the displacement at the accelerometer u3.
This process was repeated for all the values of z between 0 and
zmax. At the end of the process, the values of z were eliminated
and the values of F2 and u3 stored as a table. The displacement
u3�F2� was calculated by interpolating values in the table. This
process was repeated over the range of frequencies tested in the
experiments to define u3�F2 ,��. In the computations, z was as-
sumed to be a real number; as a result, both u3 and F2 were
complex numbers. Physically, the important information is the
magnitude of the external force F2, the magnitude of the displace-
ment at the accelerometer location u3, and the phase of u3 relative
to F2 �the absolute phase of the input force F2 is irrelevant when
calculating harmonic response�. All three of these quantities could
be determined from the complex values of F2 and u3 computed
using the approach just described. Since F2 and � are known in
the experiments, the amplitudes measured in the experiments
could be compared with those predicted from Eq. �9�. The proce-
dure described in this section was implemented numerically using
MATHCAD.

4 Results and Comparison
Figures 11 and 12 show comparisons of experimentally mea-

sured damper performance curves with those predicted using the
analytical approach described in the previous section. Three dif-
ferent experiments were performed in order to assess the scatter in
the experimental results. The second set of experimental results
was measured approximately 2 weeks after the first set of tests
using the same physical damper. The experiments were then re-
peated with a different damper of the same type. In general the
experimental scatter was acceptable.

The analytical prediction of the damper’s performance curve
was completely determined analytically except for a single value
of coefficient of friction that was chosen to best match the ana-
lytical predictions to the measured data. The value of coefficient

2Appropriate boundary conditions were applied to the finite element model shown
in Fig. 4 so that only anti-symmetric modes were generated for use in the receptance
calculation, i.e., modes in which the tips of the blades move in opposite directions.

Fig. 10 One blade with external forces
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of friction used was 0.75, which was a value comparable to those
seen in the quasi-static tests discussed in �28� and also reported in
the literature �38,39�.

As shown in Fig. 11�a�, the agreement for W equal 0.44 N is
good at low force levels, but not as good as at higher excitation
levels. A possible explanation of this is the role played by the
damper’s own weight. The damper’s weight of approximately
2.22 N is balanced by the weight of the support disk. When W
equals to 0.44 N, the net force is only 20% of the damper’s
weight. When the net force is small, it is easier to have errors in
the net force and it is also easy for the damper to loose contact at
one of the friction interfaces. One indication that this might be the
case is that during the tests for W equal to 0.44 N there was an
audible rattling noise at high force levels. Since rattle would pro-
duce an additional source of energy dissipation that is not mod-
eled by the theory, it would be expected that at higher levels of
excitation the experimental amplitude would be less than those
predicted by the theory, as is indeed the case. The rattling noise
did not occur in the tests with higher normal loads. Thus, they
should provide a better assessment of the theory.

For the case of W equal to 0.89 N, Fig. 11�b� indicates reason-
ably good agreement between the theory and the experiment over
the entire range of excitation forces. Reasonable agreement is also
obtained for 1.78 N, Fig. 12�a�, even though there was more scat-
ter in the experimental results. The agreement for W equal to
3.56 N is also reasonably good, see Fig. 12�b�. In general, the
predictions matched the experimental results reasonably well for a
range of 14:1 in excitation force and for a range of 8:1 in normal
load.

The peak frequency of the damper also was measured as a
function of the excitation force for the four different normal loads.
The experimental results are compared with those predicted by the
theory in Figs. 13 and 14. As the figures demonstrate, the fre-
quency of peak response varied from 300 Hz to about 250 Hz.
The theory indicates that for higher damper loads and lower ex-
citation forces the damper does not slip as much and that it has a
higher effective stiffness �Fig. 9�. This is consistent with the be-
havior seen in Figs. 13 and 14.

Finally, to get a better sense of how well the theory predicts the
experimental results, some frequency response predictions and
measurements are shown in Fig. 15 for a damper load W equal to
0.89 N. The results shown were chosen to cover a broad range of
excitation force. The frequency response shown in Fig. 15�a� cor-
responds to the second lowest force used in the experiments an the
agreement is reasonably good. Figure 15�d� shows a comparison
when the excitation force is about ten times higher and the agree-
ment is still quite good. Considering the fact that the harmonic
balance method keeps only the fundamental terms in the Fourier
series expansion of the nonlinear forces and consequently tends to
smooth the frequency response curves, the theory fairly accurately
captured the frequency response of the system as measured in the
experiments.

In summary, all the input parameters to the theory were either
measured or calculated, except for a single value of coefficient of
friction that was chosen to best fit the data. In general there was

Fig. 11 Amplitude comparison for 0.44 N and 0.89 N
Fig. 12 Amplitude comparison for 1.78 N and 3.56 N
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reasonably good agreement between the vibratory response pre-
dicted by the theory and those measured in the experiments over a
wide range of test conditions.

5 Conclusions
A set of benchmark experiments were conducted to measure the

vibratory response of frictionally damped blades. In addition, an
analytical approach was developed to predict the system’s vibra-
tory response. It was found that the performance of the damper
could be predicted quite well using elasticity theory and contact
mechanics—a result that has several implications.

One of the implications is that the effective stiffness of the
spherical damper was significantly reduced because of very large
local strain concentrations in the contact region that can be pre-
dicted by elasticity theory provided the local contact mechanics
are correctly taken into account. Because of the local strain con-
centrations, the stiffness of the damper was a factor of 15–30
times smaller than the “bulk” stiffness of the damper that would
be calculated if the local strain concentration were not taken into
account. This may explain, at least qualitatively, why engineers in
industry reported difficulties in correctly predicting the damper’s
stiffness �22,40�.

The second implication is that the results of the vibration tests
indicated that surface roughness does not significantly change the
compliance of the friction interface. These results are consistent
with the quasi-static tests reported in Ref. �28� and also those
reported by O’Connor and Johnson in Ref. �26�. This is especially
interesting since the normal loads are very light in the experiments

reported here, and from Ref. �19� one would expect surface rough-
ness effects to be even more important under these test conditions.
Consequently, it is necessary to further examine the results re-
ported by Panning et al. in Ref. �19�. They use a surface roughness
correction factor for stiffness that reduces the stiffness to zero as
the contact loads are reduced. This correction factor has a very
similar behavior to that caused by the strain concentration re-
ported here, see Eq. �2�. The authors of the work reported here
performed quasi-static tests on cylindrical dampers that have con-
tact geometries similar to the pin dampers tested by Panning et al.
The quasi-static tests were essentially the same as the ones re-
ported for spherical dampers in Ref. �28� and discussed in the Sec.
1 of this paper. In this case, the stiffnesses of the cylindrical speci-
mens were computed using a finite element analysis that took the
nonlinear, Hertzian type contact into account. The experimentally
measured values of damper stiffness agreed quite well with the
values computed using finite elements and elasticity theory—
without including surface roughness effects. Consequently, based
on the experience reported in this paper, it would seem likely that
the dynamic response of a cylindrical damper could also be pre-
dicted quite well without having to introduce a surface roughness
stiffness reduction factor, provided sufficient care was taken in
analyzing the local contact mechanics.3

Last, the results reported here may have a broader implication

3This might mean using an extremely small mesh in the finite element model or
possibly using a substructuring technique to capture the local contact behavior.

Fig. 13 Peak frequency comparison for 0.44 N and 0.899 N Fig. 14 Peak frequency comparison for 1.78 N and 3.56 N
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to other damper geometries. It is possible that similar very high
local strain concentrations also occur in other damper geometries
and that they may also significantly reduce the damper’s effective
stiffness. For example, the blade’s platform may tend to preferen-

tially load the corner of a wedge shaped damper during part of the
vibration cycle. The corner loading could result in very similar
local strain concentrations to those discussed here. The problem is
far more complicated than that considered in this paper because
the loading in a wedge damper is more difficult to define �the
contacting surfaces may not be parallel and can change signifi-
cantly because of the motions of the blades�. This means that
solving the wedge damper problem may require a broader, inter-
disciplinary approach in which local contact mechanics analyses
are efficiently integrated with nonlinear dynamics.
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Appendix: Padé Approximation of the Dimensionless
Nonlinear Stiffness and Damping

A fourth order Padé rational function approximation was used
to fit the numerically generated dimensionless nonlinear effective
stiffness and damping curves for the case of a sphere in contact
with a flat surface, Fig. 16. The dimensionless amplitude in the fit
varied from 0 to 100. The Levenberg-Marquardt method was used
for fitting the two curves. R-square values of 0.999994 and
0.999903 were obtained, respectively,

k̃n�Ã� =
a1 + a2Ã + a3Ã2 + a4Ã3 + a5Ã4

a6 + a7Ã + a8Ã2 + a9Ã3 + a10Ã
4

�A1�

Table 2 Coefficients of Ã in Eqs. „A1… and „A2…

a1=3.7583 b1=−0.3351
a2=−3.2563 b2=14.4012
a3=1.1010 b3=−16.4449
a4=0.0876 b4=7.2881
a5=−0.0004 b5=0.0043
a6=3.7619 b6=45.6078
a7=−2.7470 b7=−41.0664
a8=1.2190 b8=15.8831
a9=−0.4873 b9=−3.9152
a10=0.3349 b10=1.9080

Fig. 15 Amplitude comparison between experiment and analy-
sis for 0.89 N normal load

Fig. 16 Padé rational function approximation
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c̃n�Ã� =
b1 + b2Ã + b3Ã2 + b4Ã3 + b5Ã4

b6 + b7Ã + b8Ã2 + b9Ã3 + b10Ã
4

�A2�

where an and bn �n=1,2 , . . .10� are listed in Table 2. The dimen-

sionless amplitude Ã=AkT /�N where A is the physical amplitude
of the motion across the spherical contact, � is the coefficient of
friction, N is the normal load, and kT is the stiffness caused by the
high local strain concentration given by equation �2�. The dimen-
sionless stiffness kn is equal to the effective nonlinear stiffness of
the contact divided by kT and the dimensionless damping c̃n is
equal to �cn� /kT where cn is the effective nonlinear damping
constant of the contact and � is the frequency of the motion in
radians/sec.
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Test Results and Analytical
Predictions for Rotor Drop Testing
of an Active Magnetic Bearing
Expander/Generator
A cryogenic gas expander system that incorporates a high-performance, high-speed per-
manent magnet, direct-drive generator and low loss magnetic bearings is described.
Flow loop testing to 30,000 rpm was completed at the system manufacturer’s facility in
January 2005, and field installation is scheduled for October 2005. As part of the system
testing, the rotor was dropped onto the backup bearings multiple times at an intermediate
speed and at 30,000 rpm. Orbit and time-history data from a full speed drop and spin
down are presented and discussed in detail. A transient, nonlinear rotordynamic analysis
simulation model was developed for the machine to provide insight into the dynamic
behavior. The model includes the dead band clearance, the flexible backup bearing sup-
port, and hard stop. Model predictions are discussed relative to the test data.
�DOI: 10.1115/1.2436549�
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Introduction
A direct drive expander/generator on active magnetic bearings

�AMBs� has recently been developed which has the high-speed
expansion turbine directly mounted onto the generator shaft. Ex-
panders have been used for some time to provide refrigeration in
industrial air separation plants. When the shaft energy is greater
than 100 kW, economics have allowed energy recovery by driving
a 50–60 Hz generator through a gearbox. The new system elimi-
nates gearbox, maintenance, and support systems and allows eco-
nomic energy recovery down to 10 kW. Furthermore, by incorpo-
rating AMBs, the system becomes a completely oil-free system
that reduces the risk of accidental contamination of the process.
The expander/generator module is shown in Fig. 1 with the nomi-
nal 114 mm �4.5 in.� expander wheel used for the initial prototype
application. Up to 110 kW of refrigeration power will be con-
sumed by the prototype expander which will be placed into ser-
vice in an air separation plant in Europe. The expander/generator
utilizes a permanent magnet �PM� generator and magnetic bear-
ings contained within a high-pressure-capable housing. The gen-
erator has a conventional tooth type stator together with a two
pole, high-strength steel sleeved rotor assembly. This arrangement
is configured for minimum rotor losses and the cold temperatures
the rotor may see in the cryogenic expansion process. The
expander/generator rotor is supported by two PM bias, radial
AMBs, and an anisotropic �load capacity in one direction is larger
than the other direction�, electromagnetic �EM� bias axial AMB. A
duplex pair of angular contact backup bearings is located on each
end of the machine.

The overall system design of the generator module, including
the control system, and rotordynamics were discussed in Ref. 1.
The design of the magnetic bearing actuators was described in
Ref. 2. A necessary component of a magnetic bearing system for
turbomachinery rotors is an auxiliary or backup bearing system.
Backup bearings are typically ball bearings, but bushings are also

sometimes used in low-cost, lightweight machines. The backup
bearings provide support for the rotating assembly when the mag-
netic bearing system is deactivated. Also, in the event of a failure
of some component of the magnetic bearings or in the event of an
overload of the magnetic bearings, the backup bearings provide
rotor support. In normal operation, the backup bearings are not
active as they will have a small radial clearance to the rotating
assembly. This clearance is typically less than one-half of the
magnetic bearing air gap. The backup bearings in this machine,
duplex pairs of angular contact ball bearings, are supported in
resilient mounts with a hard stop to limit radial deflection.

A typical certification test for a backup bearing system is to
intentionally deactivate the magnetic bearings at operating speed,
causing the rotor to drop onto the backup bearings and spin down
to rest. There is a substantial body of work in the open literature
that investigates the dynamics of AMB rotors in backup bearings.
Kirk �3� presented a detailed nonlinear analysis for a rotor
dropped into backup bearings. Hawkins �4� developed a rotordy-
namic simulation that included a nonlinear magnetic bearing satu-
ration model as well nonlinear backup bearing clearance effects to
analyze shock response in a magnetic bearing system. Cuesta �5�
presented an analysis that included a kinematic impact model and
compared the predictions to test data on a small test rig. Keogh �6�
has been studying control schemes that improve magnetic bearing
performance during auxiliary bearing contact due to temporary
overload. Several authors have described full five axis drop tests
for test rigs or for machines intended for industrial service. Kirk
�7� and Swanson �8� have presented numerous test results and
analysis from a full scale, AMB rotor drop test stand. Schmeid
and Pradetto �9� presented drop test results for a 8.9 kN �1 t�
compressor rotor. Caprio �10� presented results for drop testing on
a large, vertical energy storage flywheel. However, all of these
drop tests are for machines considerably heavier and slower than
the expander/generator described here, and all but Ref. 10 are for
EM bias magnetic bearings. The backup system for the new
expander/generator was tested by completing ten full drops and
spin downs from 23,000 rpm and ten full drops and spin downs
from 30,000 rpm. Position orbit data and time–history data from
one of the full speed drops are presented here. A nonlinear simu-
lation analysis was developed to help interpret the results and to
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estimate the loads reacted by the backup bearings. The results of
this analysis are discussed relative to the test data.

Backup Bearing Design
The backup bearing system for the expander generator consists

of two pairs of duplex, face-to-face, angular contact ball bearings.
The bearing pair on the expander end of the machine provides
backup in both thrust and radial directions �Fig. 2�. Both bearing
pairs had a light preload, factory set by grinding the inner and
outer race end faces to achieve a precise offset which results in a
preload when the bearing pair is locked together. The key param-
eters for the backup bearing design are summarized in Table 1.
The bearings are hybrid ceramic, with conventional SAE 52100
steel races and SiN3 balls. Brass landing sleeves on the rotor

provide a nonsparking touchdown surface on the shaft, a require-
ment for some of the potential applications of the generator/
expander unit. The radial backup bearing clearance is nominally
0.09 mm �0.0035 in.�. The clearance is atypically small, 17.5% of
magnetic air gap, to accommodate clearance requirements of the
expander wheel. Both backup bearing pairs are mounted in a re-
silient mount which reduces the support stiffness to 1.3E7 N/m
�75,000 lbf/ in.�. Compliance in the machined metal mount is
achieved using tangential spring arms that have a slip fit into the
housing. The mount is intended to serve several purposes: �1�
reduce the synchronous reaction forces during a critical speed
traverse �by lowering the forward natural frequency�; �2� reduce
the impact force during a drop down event; and �3� reduce the
whirl frequency �by lowering the lowest support natural fre-
quency�.

The resilient mount also contributes light friction damping
through slipping at the interfaces of the mount and the housing.
The requirements listed above drive the design toward low stiff-
ness values; however, the lower bound on stiffness is set by the
maximum radial displacement allowed by critical clearances in
the machine. In particular, peak deflection during the drop or im-
pact transient must be considered as well as the static sag on the
backup bearings. This is particularly important in turbomachinery
where it is desired to keep design clearances between the impeller
and shroud as small as possible.

In this machine, the allowable travel on the resilient mount is
restricted to a minimum of 0.038 mm �0.0015 in.� radial. Beyond
that, the resilient mount is bypassed by contact between the bear-
ing outer race and the housing, resulting in the much stiffer sup-
port stiffness of the duplex bearing pair in series with the housing.
A design choice was made to set the minimum stiffness for the
resilient mount by limiting the static sag to half of the minimum
travel, or 0.019 mm �0.00075 in.�. This sets a lower bound on
stiffness of 7900 N/mm �45,000 lbf/ in.� at each end of the ma-
chine for the 29 kg �64 lbf� rotor. The support stiffness from the
mount is somewhat asymmetric, having the same stiffness in or-
thogonal axes, but a softer value inbetween. The influence of
equivalent backup bearing stiffness on the critical speeds is shown
by the undamped critical speed map in Fig. 3. The analysis in-
cludes constant values for the permanent magnet bias negative
stiffness at the magnetic bearing actuator locations. With the target
mount stiffness of 1.3E7 N/m, the lowest rigid body critical
speed is 8000 rpm �133 Hz�.

Backup Bearing Rotor Drop Testing
The backup system was tested by completing ten full drops and

spin downs from 23,000 rpm and ten full drops and spin downs
from 30,000 rpm �full speed�. All of the drop transients are of
short duration, because the system control is configured to brake
the rotor quickly to rest in the event of an alarm condition. This is
done by closing the inlet slam valve to the expander, thus remov-

Fig. 1 Crosssection of expander generator with nominal 114 mm „4.5 in… wheel

Fig. 2 Crosssection showing radial/thrust backup bearing

Table 1 Rotor and backup bearing parameters

Nominal spin speed, rpm 30,000
Rotor mass, kg �lbm� 29.0 �63.9�
Polar inertia kg m2 �lbm in.2� 0.039 �133�
Transverse inertia kg m2 �lbm in.2� 0.718 �2448�
Distance from expander end backup

bearing to CG mm �in.�
251 �9.90�

Backup bearing span, mm �in.� 472 �18.59 in.�
AMB passive negative stiffness,

each bearing, N/m �lbf/in.�
1.93E6 �11,000�

Bearing bore, mm
Expander end
Nonexpander end

55
45

Bearing preload, N �lbf�
Expander end
Nonexpander end

315 �71�
230 �52�

Backup bearing radial clearance, mm �in.� 0.09 �0.0035�
Resilient mount stiffness,

Nm �lbf/in.�
1.3E7 �75,000�

Hard stop radial clearance, mm �in.� 0.127 �0.005�
Rotor sleeve material Lead bronze
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ing the driving source. The generator is then loaded with a resistor
bank located in the control cabinet which pulls the machine speed
from 30,000 rpm to rest in about 10 s.

The position data from one of the 30,000 rpm drops is shown in
Figs. 4–6. The data was collected by the logging feature of the
magnetic bearing controller. This feature automatically writes po-
sition sensor and current command data to synchronous RAM
when triggered by a delevitation or an alarm condition. The posi-
tion sensors are between the magnetic bearings and backup bear-
ings and provide a good estimate of the relative shaft/housing
motion at the backup bearings. The radial bearing �and sensor�
axes are oriented at 45 deg to the vertical to share gravity load
between the two bearing axes. The configuration of the data ac-
quisition, which was set up to accommodate a wide range of needs
during commissioning, allowed a data set length of 6 s at a
1750 Hz sample rate. Although this sample rate is somewhat mar-
ginal for recording synchronous motion, it provides excellent fi-
delity for the largely rigid body motions during the rotor drop.

Figure 4 shows the radial displacement amplitude at the ex-
pander end bearing and the spin speed versus time. Considering
the radial position data, the delevitation event occurs at about
1.28 s �there is a 1.28 s pretrigger on the data acquisition�. The
speed drops slightly due to the added drag from the backup bear-
ings and then recovers. The slam valve closes at about 2.5 s, re-

moving the driving source and allowing the generator to pull the
speed down to zero. The delay between the drop and the shutdown
occurs because the drive enable �alarm� signal from the magnetic
bearing has a 1.0 s delay to avoid nuisance trips. The 6 s record
length setting for the internal data acquisition allowed data record-
ing only down to 16,000 rpm.

Orbit plots for three different time slices are shown in Fig. 5.
The positive coordinate axes are 45 deg to either side of the ver-
tical. The time slice from 1.28 s to 1.43 s, �Fig. 5�a��, shows the
drop transient. After hitting the backup bearing, the rotor bounces
several times while remaining in roughly the same spot on the
bearing. The bearing inner race should be spinning up toward the
rotor speed during this period. Just after 1.43 s the rotor goes into
a whirl for about 0.4 s as shown in the time slice from
1.43 s to 1.83 s �Fig. 5�b��. This whirl motion is somewhat ellip-
tical due to the asymmetry of the resilient mount. The rotor then
settles down to a rocking oscillation at the bottom of the backup
bearing for the remainder of the time record �1.83–6 s shown in
Fig. 5�c��. In several other drop tests �data not shown�, the rotor
took on a rocking motion at the bottom of the bearing just after
the initial drop, followed by the same short duration circular whirl
observed in Fig. 5�b�.

Expanded time histories from the orthogonal x and y position
sensors are shown in Fig. 6. The rotor spin vector is along the
positive z coordinate so for forward circular whirl, x would lead y
by 90 deg. Figure 6�a� shows the time–history data from
1.28 s to 1.43 s. From this perspective it can be seen that the rotor
bounces at about 125 Hz after it hits the backup bearing. Figure
6�b� shows the time slice from 1.4 s to 1.6 s when the rotor is
executing a roughly circular whirl around the backup bearing
clearance space. The whirl is forward whirl as the x signal leads
the y signal. Forward whirl observations have been reported by
numerous authors �5,8–10�. The x signal clearly has a longer pe-
riod on the positive half cycles compared to the negative half
cycles. This probably happens because in the negative direction,
the combined static weight and dynamic load compress the resil-
ient mount to the hard �stiff� stop. In the positive direction, the
spring is not fully compressed and the rotor spends part of the
cycle in the clearance space. A Fourier transform of the signal
during the full whirl shows the dominant frequency is 82 Hz, with
a much smaller 110 Hz component.

Figure 6�c� shows a time slice from 3.2 s to 3.9 s during the
spin down when the rotor was rocking at the bottom of the backup
bearing. In this time slice the rocking frequency is initially 50 Hz
and then switches to about 110 Hz around 3.7–4.0 s when the
rotor speed is near 24,000–22,000 rpm. At lower speeds, the rotor
seemed to switch back and forth periodically between and 50 Hz
and 110 Hz. The 50 Hz motion can be explained by assuming that
the rolling element bearings allow the rotor rigid body to effec-
tively slip along the arc of the backup bearing inner race. This is
the motion of a simple pendulum which for a small rocking angle
has a natural frequency, fn of

fn =�g

r

1

2�
Hz �1�

where g is the gravitational constant �9.81 m/s2�, and r is the
radius of the rocking motion. Given that the effective rocking
radius, the backup bearing clearance plus static deflection, is
about 0.11 mm �0.0042 in.�, Eq. �1� predicts a natural frequency
of 48 Hz, very close to the measured value. It is possible that the
110 Hz motion is due to a rocking mode with the two ends of the
rotor out of phase, however, the data show a phase difference of
less than 45 deg between the two ends of the rotor throughout the
spin down. It is more likely that the 110 Hz is a transient response
of the lowest rigid body mode of the rotor on the resilient mounts.

After completion of testing, the bearings were disassembled
and inspected and found to be in reusable condition. There was no
evidence of Brinell damage that would have indicated excessive

Fig. 3 Undamped critical speed map for the rotor supported at
the backup bearings

Fig. 4 Displacement and speed versus time during rotor drop
and spin down
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impact loading. The measured hardness values for the races were
within factory specification of 58.5–61 Rockwell C, indicating
that the races temperatures remained well below the 204°C
�400°F� annealing threshold. There was evidence of minor slip-
ping on the races of the inboard bearing of the expander end pair.
This bearing can be unloaded during a touchdown if the thrust
load is high enough. Higher preload could prevent this but was
traded off against margin for thermal growth in the design.

Nonlinear Rotor Drop Simulation
A nonlinear, simulation model for the rotor/housing/backup

bearing system was developed to investigate several aspects of the
data and the design, and to determine: �1� the bearing loads during
the whirling and rocking phases of the motion, and �2� the influ-
ence of rotor balance quality on the rocking and whirling motions.
The simulation was performed using an analysis tool previously

described �4�. In this analysis, the rotordynamic equations of mo-
tion for a coupled rotor/casing system represented in second-order
form are

�M��q̈� + �C��q̇� + �K��q� = �f� �2�

where M, C, K, represent the mass, damping, and stiffness matri-
ces for a coupled rotor housing system, and q is a vector of physi-
cal displacements. Nonlinear and time dependent forces are ap-
plied as part of the external force vector, f. Equation �2� is
integrated through time using the Newmark-� algorithm. This for-
mulation allows simulation modeling of backup bearings with
large clearance, friction during inner race spinup, bearing mount
flexibility, and a hard stop to limit radial displacement on the
mount. This approach has been used extensively by the author to
model rotor drop events onto backup bearings.

A weakness of the simulation tool is that it does not currently
have a sophisticated impact contact model; therefore it cannot be

Fig. 5 Displacement orbit at expander end during rotor drop and spin down: „a… 1.28–1.43 sec; „b… 1.43–1.83 sec; and „c…
1.83–6.0 sec
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used to make accurate estimates of loads and dynamics just after
impact. Therefore, the focus of the simulations reported here is on
other aspects of the backup bearing drop. This is not to minimize
the importance of the drop transient as drop impact loads can be

large enough to cause Brinnell damage and early failure, particu-
larly in machines with hard mounted backup bearings. Resiliently
mounting the backup bearings, as in the expander/generator stud-
ied here, will reduce the impact loads. As mentioned above, the
post-test inspection of the bearings showed no impact damage.

The system model that was created included the flexible rotor
model, an axisymmetric housing model that provides a good ap-
proximation of the total mass and mass distribution of the hous-
ing, a backup bearing model, and the magnetic bearing. The hous-
ing was connected to ground at the impeller end mounting flange
using vertical and horizontal shear and moment springs. The
spring values were selected so that the lowest measured natural
frequencies �85 Hz horizontal and 195 Hz vertical� were pre-
dicted. The nominal bearing model includes a 0.09 mm
�0.0035 in.� radial clearance space, a linear stiffness of
1.3E7 N/m �75,000 lbf/ in.�, and no tangential friction between
the bearing inner race and the shaft. A hard stop in parallel with
the resilient mount has a radial clearance space of 0.127 mm
�0.005 in.� and stiffness of 8.8E7 N/m �500,000 lbf/ in.�. The
magnetic bearings were included in the model for preliminary
runs to establish initial conditions for the drop analysis. Those
initial conditions are used for all of the simulation runs reported
here, but the magnetic bearing control force is zeroed at the be-
ginning of the run, so the rotor drop occurs at time zero �t=0 s�
for all reported results. The magnetic bearing actuators used in
this machine have a permanent magnet bias so the passive radial
negative stiffness of 1.9E6 N/m �11,000 lbf/ in.� per bearing re-
mains in the model at the magnetic bearing actuator locations
even after the drop. The nominal unbalance was 12.7 gm mm
�0.5 gm in.� at the impeller and 25.4 gm mm �1.0 gm in.� at the
axial magnetic bearing disk. The static weight of the rotor
�285 N/63.9 ibf� and housing �6681 N/1498 ibf� are applied as
separate distributed loads calculated by multiplying the mass ma-
trix by the gravitational acceleration constant. Gravity acts in the
negative y direction in the model.

Figures 7–10 show predicted results for rotor drop simulations
at a spin speed of 30,000 rpm. The presented results are all for the
expander end touchdown bearing. The displacement orbit during
and after the drop for the nominal model is given in Fig. 7�a�. The
rotor bounces a number of times and then settles into a rocking
motion covering about 110 deg at the bottom of the bearing. This
behavior is a reasonable simulation of the actual rotor motion in
its rocking phase �see Fig. 5�c��. The Fourier transform of this
motion in Fig. 7�b� shows that the motion is mostly at 45 Hz, with
much smaller response at 90 Hz and the 500 Hz spin frequency.
The 45 Hz motion is in good agreement with the measured data
and the fundamental pendulum calculation in Eq. �1�. The bearing
load magnitude and phase, Fig. 7�c�, show that the load has a
number of impact peaks up to 1784 N �400 lbf�, but is generally
below 446 N �100 lbf�. The rms value of the load is 415 N
�93 lbf�. This predicted load is shared between the duplex bearing
pair, and is carried largely by the resilient mount, with the hard
stop coming into play intermittently.

In order to investigate the loads in a whirling condition, addi-
tional unbalance was added to the rotor model in several steps.
Other authors �5,7� have suggested that the tendency to full whirl
should increase as the unbalance force approaches the rotor
weight. The unbalance values used and the subsequent ratio of
unbalance to the rotor weight at 30,000 rpm are given in Table 2,
where G=rotor weight �285 N�. The unbalance force is a vector
sum of the two applied unbalances. Unbalance is applied at the
impeller and thrust disk because those two components were bal-
anced as components and installed on the balanced generator ro-
tor. The nominal unbalance, Case 1, reflects the estimated unbal-
ance based on operation on the magnetic bearings. The additional
unbalance for Cases 2–4 was added to the thrust disk because this
component is significantly heavier than the impeller and would
produce the largest unbalance from relocation error.

Fig. 6 Displacement time history at expander end: „a…
1.28–1.43 sec; „b… 1.4–1.6 sec; „c… 3.2–3.9 sec
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Figure 8 shows the predicted displacement orbit for unbalance
Case 2. The rotor still rocks at the bottom of the bearing, but the
rocking motion now approaches a 180 deg arc. The rocking fre-
quency is still dominated by 45 Hz, but there is also a significant
component at 90 Hz. The predicted orbit for unbalance Case 3,
�Fig. 9�, shows the rotor bouncing in and out of the clearance
space, occasionally executing full whirl cycles. The dominant fre-
quency is 125 Hz which is approximately the expected lowest
rigid body mode on the resilient mount. The result for the largest
analyzed unbalance, Case 4, is shown in Fig. 10. The predicted
whirl orbit predominately circles the clearance space, with occa-
sional excursions into the clearance space. The dominant fre-
quency is 130 Hz and there is a substantial component at the
500 Hz spin frequency. These results certainly indicate that in-
creasing the level of unbalance pushes the rotor from a rocking
orbit to a full orbit. To predict the threshold of whirl, additional
unbalance cases were run where the unbalance was progressively
increased from the Case 2 value. An unbalance level of 1.95 G
was required before the simulation began predicting full whirl.
The predicted whirl threshold so much greater than 1.0 G must be
partly due to the permanent magnet negative stiffness. With the
rotor at the bottom of the backup bearing the additional downward
force from the negative stiffness is slightly greater than the rotor
weight �1.2 G�. In a simulation using the Case 2 unbalance with
no negative stiffness, a larger angle rocking motion was predicted

compared to Fig. 8, but full whirl still was not predicted. Addi-
tional factors are: �1� that most of the unbalance is applied at the
end of the rotor, at the thrust disk, instead of at the centerofgrav-
ity; and �2� relative proximity of the spin frequency to system
natural frequencies should impact the onset of the whirl condition.

The loads predicted for the different unbalance cases are sum-
marized in Table 3. The rms load certainly increases as the rotor
approaches full whirl, but this would happen with these changes
in balance quality even without the large clearance space. Even
with the worst balance case analyzed, the predicted loads are not
unreasonable for the duplex pair of backup bearings. However, a
correlation of the observed synchronous orbit on magnetic bear-
ings with the rotordynamic model suggests that it is unlikely that
the balance quality relative to the backup bearing journals is any
worse than the milder Case 2 unbalance. Additional simulations
show that for the Case 3 and Case 4 unbalance, the full whirl
should be sustained down to about 5000 rpm. So it is not clear
what causes the rotor to execute a brief forward whirl sometime
after the initial drop followed by a return to a rocking motion. In
some simulation runs, a coefficient of friction of 0.1 was included
at the inner race/shaft contact point to try to produce whirl at a
lower unbalance level, but there was not a substantial change in
the result. Two other factors that might affect the whirl behavior

Fig. 7 Predicted drop response for nominal model: „a… orbit at expander end; „b… Fourier transform of x axis; and „c…
expander end backup brg load mag and phase
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that may not be well characterized in the simulation are support
stiffness asymmetry and damping or other energy dissipation fac-
tors.

Conclusions
Backup bearing rotor drop testing was successfully conducted

for an AMB supported expander/generator. The test results were
presented and discussed. Results from a nonlinear simulation of
the drops were presented and discussed as follows:

1. The measurements show a brief period of forward whirl,
shortly after touchdown, followed by a rocking motion at the
bottom of the backup bearings during the spin down.

2. The simulation analysis shows that as the unbalance level
increases, the expected rotor motion in the backup bearings
should transition from a rocking motion to full whirl. This
doesn’t seem to explain the brief full whirl of the rotor in
this machine, since the simulation predicts that full whirl
motion should be sustained down to 5,000 rpm, whereas the
data show only a brief whirl period. Weaknesses in charac-

terizing unbalance distribution, stiffness asymmetry, and en-
ergy dissipation factors in the simulation model may be at
fault.

3. The simulation predicts that the bearing reaction loads do
not go up in a marked way after transition from rocking to
full whirl, other than that implied by the increased unbal-
ance.

4. The measured rocking frequency of 50 Hz is correctly pre-
dicted by assuming the rocking motion is the motion of
simple pendulum. The nonlinear simulation also predicts the
same rocking frequency for a well balanced rotor.

References
�1� Hawkins, L., Imani, S., Prosser, D., and Johnston, M., 2004, “Design and Shop

Testing of a 165 kW Cryogenic Expander/Generator on Magnetic Bearings,”
Proc. 9th International Symposium on Magnetic Bearings, Lexington, KY,
August 3–6, Paper 60.

�2� Filatov, A., McMullen, P., Hawkins, L., and Blumber, E., 2004, “Magnetic
Bearing Actuator Design for a Gas Expander Generator,” Proc. 9th Interna-

Table 2 Unbalance cases

Case

Unbalance
�gm mm�

G @
30 krpm

Impeller
�0 deg�

Thrust
disk

�90 deg�

1 12.7 25.4 0.98
2 12.7 50.8 1.81
3 12.7 127.0 4.42
4 12.7 254.0 8.81

Table 3 Predicted loads for different unbalance cases

Case

RMS load
N

�lbf�

Peak load
N

�lbf�

1 415 �93� 1784 �400�
2 455 �102� 2230 �500�
3 1227 �275� 6690 �1500�
4 2163 �485� 9812 �2200�

Fig. 8 Predicted displacement orbit for unbalanced Case 2

Fig. 9 Predicted displacement orbit for unbalanced Case 3

Fig. 10 Predicted displacement orbit for unbalanced Case 4

528 / Vol. 129, APRIL 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tional Symposium on Magnetic Bearings, Lexington, KY, August 3–6, Paper
81.

�3� Kirk, R. G., Raju, K. V. S., and Ramesh, K., 1997, “Modeling of AMB Tur-
bomachinery for Transient Analysis,” Proc. MAG 97, Alexandria, VA, August
21–22, pp. 139–153.

�4� Hawkins, L. A., 1997, “Shock Analysis for a Homopolar, Permanent Magnet
Bias Magnetic Bearing System,” ASME Paper No. 97-GT-230.

�5� Cuesta, E. N., Montbrun, N. I., Rastelli, V., and Diaz, S. E., 2005, “Simple
Model for a Magnetic Bearing System Operating on the Auxiliary Bearing”
ASME Paper No. GT-2005–69013.

�6� Keogh, P., Cole, M., Sahinkaya, N., and Burrows, C., 2002, “On the Control of
Synchronous Vibration in Rotor/Magnetic Bearing Systems Involving Auxil-
iary Bearing Contact,” ASME Paper No. GT-2002–30292.

�7� Kirk, R. G., Swanson, E. E., Kavarana, F. H., Wang, X., and Keesee, J., 1994,
“Rotor Drop Test Stand for AMB Rotating Machinery, Part I: Description of
Test Stand and Initial Results,” Proc. 4th International Symposium on Mag-
netic Bearings, ETH Zurich, August 23–26, pp. 207–212.

�8� Swanson, E. E., Kirk, R. G., and Wang, J., 1995, “AMB Rotor Drop Initial
Transient on Ball and Solid Bearings,” Proc. MAG 95, Alexandria, VA, August
10–11, pp. 207–216.

�9� Schmied, J., and Pradetto, J. C., 1992, “Behavior of a One Ton Rotor Being
Dropped Into Auxiliary Bearings,” Proc. 3rd International Symposium on
Magnetic Bearings, Alexandria, VA, July 29–31, pp. 145–156.

�10� Caprio, M. T., Murphy, B. T., and Herbst, J. D., 2004, “Spin Commissioning
and Drop Tests of a 130 kW-hr Composite Flywheel,” Proc. 9th International
Symposium on Magnetic Bearings, Lexington, KY, Paper 65.

Journal of Engineering for Gas Turbines and Power APRIL 2007, Vol. 129 / 529

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Damian M. Vogt
e-mail: damian.vogt@energy.kth.se

Torsten H. Fransson

Chairs of Heat and Power Technology,
Royal Institute of Technology,
S-100 44 Stockholm, Sweden

Experimental Investigation of
Mode Shape Sensitivity of an
Oscillating Low-Pressure Turbine
Cascade at Design and
Off-Design Conditions
The effect of negative incidence operation on mode shape sensitivity of an oscillating
low-pressure turbine rotor blade row has been studied experimentally. An annular sector
cascade has been employed in which the middle blade has been made oscillating in
controlled three-dimensional rigid-body modes. Unsteady blade surface pressure data
were acquired at midspan on the oscillating blade and two pairs of nonoscillating neigh-
bor blades and reduced to aeroelastic stability data. The test program covered variations
in reduced frequency, flow velocity, and inflow incidence; at each operating point, a set of
three orthogonal modes was tested such as to allow for generation of stability plots by
mode recombination. At nominal incidence, it has been found that increasing reduced
frequency has a stabilizing effect on all modes. The analysis of mode shape sensitivity
yielded that the most stable modes are of bending type with axial to chordwise character,
whereas high sensitivity has been found for torsion-dominated modes. Negative incidence
operation caused the flow to separate on the fore pressure side. This separation was
found to have a destabilizing effect on bending modes of chordwise character, whereas an
increase in stability could be noted for bending modes of edgewise character. Variations
of stability parameter with inflow incidence have hereby found being largely linear within
the range of conditions tested. For torsion-dominated modes, the influence on aeroelastic
stability was close to neutral. �DOI: 10.1115/1.2436567�

Introduction
The designing and maintaining of flutter-free gas turbine en-

gines remains one of the paramount challenges for engine manu-
facturers. Flutter denotes a self-excited and self-sustained instabil-
ity phenomenon that might lead to structural failure in a short
period of time unless properly damped. To predict eventual occur-
rences of flutter during engine operation, it is necessary to accu-
rately assess the unsteady aerodynamics during flutter and its mu-
tual effects on the structure. The recent advances in computational
fluid dynamics now allow predicting unsteady aerodynamics of
vibrating turbomachine components at a high degree of detailing
and in a reasonable amount of time. Unless validated, reliable
application of the existing tools can, however, not be guaranteed.
Despite the experimental efforts made during the last several de-
cades, a need for detailed validation data that are acquired on
realistic geometries and at design and off-design conditions is
expressed throughout the aeroelastic research community.

Commonly, turbomachine flutter test data are acquired in sim-
plified setups, e.g., cascades, featuring measurement of unsteady
blade surface pressure during controlled blade oscillation. Such
tests are either performed with all the blades oscillating in a trav-
eling wave mode and the unsteady blade surface pressure mea-
sured on one blade �traveling wave mode approach� or with only
one blade oscillated while the unsteady blade surface pressure is
measured on the oscillating blade and a number of neighbor
blades �influence coefficient approach�. Assuming small distur-

bances and linear superposition of the unsteady flow, these two
approaches are theoretically equivalent as elucidated below.

One of the most complete compilations of flutter tests has been
given by �1�, including data from both compressor and turbine
cascades of annular as well as linear shape and at two-dimensional
�2D� blade oscillation. Data have thereby been acquired using
both traveling wave mode and influence coefficient approaches
and thus represents one of the few conclusive studies made on the
validation of the influence coefficient technique. It has been found
that the two approaches correlate well for small oscillation ampli-
tudes. Similar studies have been presented by �2–4� employing
linear cascades of compressor blades leading to equivalent find-
ings. Reference �5� has, for the first time, addressed the influence
of varying spanwise bending amplitude on the unsteady aerody-
namics using a linear cascade that comprised solely the oscillating
blade itself. The oscillated blade was thereby hinged at the hub
and actuated in a chordwise bending mode. The study yielded that
the normalized local response was of heavily nonlinear character,
featuring relatively higher amplitude at hub than at tip. The effect
of incidence and separated flow in turbine cascades has among
others been addressed by �6� on a linear cascade of low-pressure
�LP� blades with one blade undergoing torsion oscillation. It has
thereby been found that the overall effect of separated flow on
aeroelastic stability was of a stabilizing character for the investi-
gated mode.

In that perspective, the present study has been conceived to
investigate the unsteady aerodynamics during flutter in a simpli-
fied but, to a large degree, realistic turbomachine environment. A
typical nonproprietary low-pressure turbine rotor blade profile of
three-dimensional �3D� twisted shape has been employed. The
profile is operated in a nonrotating frame of reference and as blade
row only �i.e., cascade test� without adjacent blade rows. To in-
troduce realistic three-dimensional flow features, a blade with an
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aspect ratio of around 2 has been chosen. The blade is included in
a test section of annular shape and at a nominal tip clearance of
1% span. The circumferential extent of the cascade has been
shortened to a sector of seven free-standing blades in order to
match the present test module to an existing and continuously
operating air supply system. One of the blades could be made
oscillating in two rigid-body bending modes and one torsion mode
spanning an orthogonal mode space. The bending modes were
characterized by linearly increasing amplitude from hub to tip to
assimilate realistic low-order blade modes. Inflow incidence could
be varied continuously from nominal to negative incidence, which
allowed studying the aeroelastic behavior at off-design conditions.

The work put forward herein represents the first complete set of
midspan data acquired for three orthogonal modes and in an an-
nular setup with the blade oscillated at spanwise varying bending
amplitude. By studying three orthogonal modes at design and off-
design conditions, a platform has been provided for assessing
mode shape stability and its dependency on inflow incidence.

Influence Coefficient Approach
The tests have been performed using an influence coefficient

approach with a single blade oscillating. Commonly, flutter in
turbomachine blade rows is described by a traveling wave mode
approach assuming that all the blades are oscillating in the same
mode and at the same amplitude and frequency �7,8�. Reference
�9� has shown that this assumption represents the least stable con-
dition and therefore tends to be overconservative. Considering a
blade row of N blades the traveling wave mode response contains
contributions from all the blades, which superimpose linearly at a
certain interblade phase angle, such as

ĉpA,TWM

m,� �x,y,z� = �
n=−�N/2�

n=+�N/2�

ĉpA,IC

n,m �x,y,z�e−i�n �1�

In the above equation ĉpA,TWM

m,� �x ,y ,z� is the complex pressure
coefficient at point �x ,y ,z�, acting on blade m, with the cascade
oscillating in traveling wave mode and at interblade phase angle �
and ĉpA,IC

n,m �x ,y ,z� is the complex pressure coefficient of the vibrat-
ing blade n, acting on the nonvibrating reference blade m at point
�x ,y ,z�. Blade indices are herein ascending in the direction of the
suction side and descending in the direction of the pressure side,
respectively. The coefficients on the left-hand side of Eq. �1� are
describing the traveling wave mode domain, whereas the ones on
the right-hand side are describing the influence coefficient
domain.

The complex pressure coefficient yields from the unsteady pres-
sure amplitude represented as complex number and normalized by
the reference dynamic head, as well as the oscillation amplitude as

ĉp =
p̂

Apdyn,ref
�2�

For the analysis of unsteady blade surface pressure, the angular
amplitude of the blade oscillation in degrees has been applied,
whereas for the composition of the stability maps the unsteady
pressure coefficient has been normalized on a per-millimeter and
per-radian basis for bending and torsion modes, respectively. The
reference dynamic head pdyn,ref= p0,in− ps,in is based on upstream
conditions and has been measured at 20% axial chord upstream of
the cascade. The phase is defined such that it is positive when the
pressure response is leading the blade motion.

By analyzing Eq. �1� in more detail, it can be recognized that
the contribution from the oscillating blade on itself �n=0� enters
the superposition as constant value, whereas the contribution of
blade pair ±1 �n=1,n=−1� leads to a sinusoidal variation of the
traveling wave mode pressure coefficient over interblade phase
angle. Any higher blade pair �±2, ±3, etc.� is leading to its respec-
tive higher harmonic variation, i.e., the ±2 blade pair enters the
traveling wave mode superposition with e±i2� and thus gives a

second harmonic contribution. Usually, the influence decays rap-
idly away from the oscillating blade and gets small after blade
pair ±1 as shown below. The curve has therefore a particular
sinusoidal shape, which leads to the denotation of S-curve.

To obtain aeroelastic stability data from distributions of the
complex pressure coefficient integration of infinitesimal force
components in the three orthogonal directions �axial, circumferen-
tial, torsion� as given below is performed along the blade arc

df̂� = ĉp,A · n�� · ds

df̂� = ĉp,A · n�� · ds

dm̂� = �r� � ĉp,A� · e���
· ds �3�

Considering all investigated orthogonal modes, the integration
yields a force matrix

�F̂� = � f�� f�� f��

f�� f�� f��

f�� f�� f��

� �4�

wherein the first index refers to the mode causing the force and
the second to the direction in which the force is acting. The diag-
onal terms thus represent forces done by the unsteady response on
the mode causing the response. The off-diagonal terms reflect
forces done by the response on the other modes. For an arbitrary
mode, the aeroelastic force is a combination of the orthogonal
forces given by

F̂i = �ĥi	T�F̂��ĥi	 �5�

where �ĥi	= �ĥ� , ĥ� , â�	 denotes a mode shape vector. The
aeroelastic stability is yielding from integrating the force over one
oscillation cycle as

Wcycle =

T

F̂i · ĥie
i�tdt �6�

The definition of the work is such that a positive value indicates
energy transfer from the fluid to the structure, i.e., a situation of
instability. After solving Eq. �6�, it is apparent that only the imagi-
nary part enters the work per cycle. In accordance with �10�, a
stability parameter � is used that represents the normalized nega-
tive work per cycle given by

� =
− Wi

�hi
= − Im�f i� �7�

During the analysis of mode shape sensitivity at various flow
conditions, so-called stability maps are employed that are based
on representing any mode by a fictional 2D torsion mode as, for
example, applied by �11�.

Description of Test Case
Figure 1 depicts profile sections of the low-pressure �LP� tur-

bine profile used in the study at three spanwise heights. The pro-
file features a real chord of 50 mm at midspan and an aspect ratio
�span/chord� of 1.94 at a radius ratio of 1.25. The blade is as-
sembled in an annular cascade with cylindrical hub and casing
contours at a pitch/chord ratio of 0.68 at midspan and a tip clear-
ance of 1% span. The passage shape included in Fig. 1 reveals that
the throat location is gradually being shifted from 75% axial chord
at hub toward the fore part of the blade close to tip.

The blade is nominally operated at high subsonic outflow Mach
number of M2=0.8. In the present tests, the outflow Mach num-
bers has been varied form low subsonic �M2=0.4� over medium
subsonic �M2=0.6� to high subsonic �M2=0.8�. Nominal inflow to
the cascade was at −26 deg yielding 87 deg in turning. In addition
to nominal inflow, two negative incidence off-design cases have
been tested. The reduced frequency has been varied during the
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tests by controlling the blade oscillation frequency. The reduced
frequency is here based on full chord and defined as follows:

k =
2�fc

u
�8�

where f denotes the oscillation frequency in Hertz, c the real
chord at midspan, and u the absolute outflow velocity. At low
subsonic outflow, the maximum reduced frequency tested was k
=0.5. The modes tested were an axial bending mode, a circumfer-
ential bending mode, and a torsion mode, as indicated in Fig. 1.
These modes thereby spanned an orthogonal mode space. The
center of torsion was placed at 40% axial chord. The motion of the
blade was of rigid-body type and was achieved by pivoting the
blade at a short distance underneath the hub. This setup yielded
linearly, increasing bending amplitude from hub to tip, which is
here referred to as three-dimensional bending mode.

Description of Test Setup
The tests have been performed in a continuous working full-

scale test facility located at the Royal Institute of Technology in
Sweden �12,13�. Figure 2 shows the facility and a schematic rep-
resentation of the test module. Pressurized air is provided by a
1 MW screw compressor at a maximum mass flow rate of

4.75 kg/s and conditioned to a total inlet temperature of 303 K
for all tested operating points. The facility comprised a flow set-
tling and conditioning chamber and a variable annular sector inlet
duct to the cascade to set the inflow angle continuously. The vari-
ability of the duct was achieved by means of purpose-built flexible
sidewalls that provided sealed guidance of the flow at any arbi-
trary inflow angle.

The test section consisted of a cascade of seven free-standing
blades with either sidewall being shaped as suction and pressure
side of the employed profile. At the outlet of the cascade, the flow
was discharging through a variable annular sector outlet duct that
was used to tune flow periodicity in the cascade. The tests were
run with the facility discharging to ambient through an outlet si-
lencer. One of the blades has been made oscillating in the above-
described modes. The employed blade actuation mechanism was
of mechanical type, featuring two co-rotating circular cams. By
placing the actuator underneath the hub, intruding parts into the
flow passage could be avoided. The transition between the oscil-
lating blade and the hub was made from a flexible material that
was molded onto the blade’s lower end as well as onto the hub.
Eventual leakage flows could thereby be avoided completely.

The test facility has been equipped with steady-state measure-
ment locations on the blades, hub, and tip in order to describe the
mean flow field as well as to provide reference values for data
normalization. In addition, probe traverses have been performed
20% axial chord upstream and 20% axial chord downstream of the
cascade using a four-hole wedge probe that has been calibrated in
Mach number �M =0.1, . . . ,0.9�, yaw angle and pitch angle �both
±20 deg�. Steady pressure measurements have been performed us-
ing a multichannel PSI8400 system with 100 kPa scanners and a
SOLARTRON barometer at a combined accuracy of ±50 Pa.

The unsteady blade surface pressure has been measured by
means of fast-response pressure transducers �KULITE XCQ-062
and LQ-080�, which were in a recessed manner off the blades. A
set of instrumented oscillating and nonoscillating blades was used
for the present tests that differed slightly in spatial resolution of
the measurement locations as shown in Fig. 3. The positions in-
dicated are referenced by a normalized arcwise coordinate that
originates at the leading edge and spans the suction side of the

Fig. 1 Test object; top: profile sections and modes tested, bot-
tom: passage shape

Fig. 2 Test facility and sketch of test module
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blade in the negative direction and the pressure side in the positive
direction, respectively. The normalization basis of this coordinate
is the total arc length of the blade profile at the regarded section.

The method of recessed-mounted pressure transducers has been
chosen to allow reusing transducers for several measurement
points by means of fast connecting devices. The entire unsteady
pressure measurement setup has been calibrated statically and dy-
namically using an in-house built dynamic calibration system as
described in �14�, allowing one to keep the final uncertainty for
unsteady pressure measurements down to ±130 Pa. The unsteady
pressure has been referenced to the blade motion using inductive
trigger devices, comprised in the actuator, that have been cali-
brated with respect to blade motion using a pointwise laser vibro-
meter �LMI Selcom� applied on the oscillating blade. Calibration
of the setup yielded accuracy in unsteady pressure phase with
respect to blade motion of ±5 deg. Furthermore, it has been veri-
fied that the blade did not deform flexibly during the present tests.
Unsteady data have been recorded using a 32 channel digital high-
speed data acquisition system �Kayser-Threde KT8000� featuring
individually programmable preamplifiers, signal filtering, and 15-
bit AD-converters. Data were sampled at 20 kHz over, typically,
200 periods and thereafter ensemble-averaged as given by

p̃EA�x,t� =
1

N�
n=0

N

p�x,t0 + nT� �9�

The unsteady pressure data was thereafter reduced to a complex
number, assuming harmonic response, and finally normalized by
the inlet dynamic head and the oscillation amplitude, as given in
Eq. �2�.

Steady-state and unsteady performance of the facility have been
verified prior to acquisition of the presented data. It has been
found that the facility featured approximately ±5% nonperiodicity
in outlet flow field and less than ±5% nonperiodicity in blade
loading for the tested conditions over the cascade extent covered.
Repetitivity was determined to be 	1%. The dynamic perfor-
mance has been addressed by investigating the acoustic resonant
behavior of the facility and eventual presence of pressure reflec-
tions from the sidewalls. A resonance was initially present when
discharging the flow to an existing exhaust system; this resonance
could be completely avoided by discharging the flow to ambient,
and consequently, this setup was used for the present tests. Pres-
sure reflections from lateral sidewalls have found being negli-
gible, whereas the unsteady blade-to-blade periodicity was deter-
mined to be approximately within ±5% �13�.

Three velocity levels have been tested ranging from low sub-
sonic �M2=0.4, “low”1� over medium subsonic �M2=0.6, “me-
dium”� to high subsonic �M2=0.8, “high”�. In addition, the inflow
incidence has been varied from nominal �a1=−26 deg, “nom”� to
negative incidence �
1=0 deg, “off1”� and to high negative inci-
dence �
1=14 deg, “off2”�. The purpose of testing negative inci-
dence cases was to force the flow to separate on the fore pressure
side and to allow studying of the influence of flow separation on
the aeroelastic stability of the cascade. An overview of nominal
incidence flow conditions is contained in Table 1, including aver-
aged measured values from the up- and downstream flow field
traverses.2 At each operating point, a set of three orthogonal
modes have been tested as were axial bending �“axial”�, circum-
ferential bending �“circ”�, and torsion �“tors”�. The reduced fre-
quency was thereby varied in steps of 0.1 starting from k=0.1, by
controlling the blade oscillation frequency up to a maximum fre-
quency that depended on flow velocity. The values of maximum
tested reduced frequency are included in Table 1.

Experimental Results and Discussion

Steady Flow Results. Flow field traverse data and blade load-
ing data are employed to describe the underlying flow physics.
Figure 4 shows circumferentially area-averaged values of static
and total pressure coefficient at 20% axial chord downstream of
the cascade for the low subsonic case. The distributions reveal a
radial gradient in static pressure that is due to the annular shape of
the test setup roughly equaling the inlet dynamic head ��cp

=1.08�. The respective values for the medium and high subsonic
cases are �cp=1.51 and �cp=1.73. Furthermore, a deficit in total
pressure coefficient toward the casing can be recognized that is
due to losses associated with the tip leakage flow. This deficit is
similar in strength and extent for the higher-velocity cases. The
Mach number distribution and secondary flow vectors included in

1The values indicated in the parentheses indicate the operating parameter and the
abbreviation used hereafter.

2Note that the actual outlet Mach numbers �as from flow field averages� were not
exactly set to M =0.4, 0.6, and 0.8, respectively. This was kept consistent throughout
the tests.

Fig. 3 Distribution of unsteady pressure measurement loca-
tions on the oscillating „top… and nonoscillating blades
„bottom…

Table 1 Operating conditions of nominal incidence cases

Value Units Low Medium High

T01
K 303 303 303

p01
kPa 112.3 128.4 160.6

p1
kPa 109.2 123.6 151.1

P2
kPa 102.9 105.8 107.5


1
deg −23.9 −21.1 −22.8


2
deg 56.8 57.4 57.1

M1
- 0.21 0.28 0.30

M2
- 0.37 0.62 0.71

kmax
- 0.5 0.4 0.3
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Fig. 4 reveal the prevalent flow structure; again, a radial gradient
in flow velocity increasing toward the hub can be recognized due
to the annular shape of the setup. The wake located around
pitch�0 is characterized by a strong velocity deficit as well as a
distinct downwash seen in the secondary flow vector plot. Further-
more, a strong tip vortex is observed close to the casing and on the
suction side edge of the wake.

Steady blade loading data for the three velocity levels at nomi-
nal incidence are included in Fig. 5. Data are plotted against the
normalized arcwise distance as introduced above with the nega-
tive values spanning the suction side and the positive values on
the pressure side. The leading edge is located at the origin. A
distinct suction peak is observed for all velocity levels at arc=

−0.11 followed by a slight deceleration toward the aft suction
side; the strength of this deceleration decreases from low subsonic
to high subsonic. From surface flow visualization tests using a
mixture of silicone oil and titanium oxide, it has been recognized
that flow transition coincides with the observed suction peak. Fur-
thermore, the steady loading curves reveal an increase in outlet
dynamic head with increasing flow velocity. On the pressure side,
the loading shows little change with flow velocity apart from the
aforementioned increase in outlet dynamic head.

Figure 6 depicts steady blade loading data for the three inci-
dence cases at low subsonic flow velocity. A region of reduced
pressure coefficient becomes apparent on the fore pressure side
that grows in strength and extent as incidence increases. From
surface flow visualization, it has been recognized that the local
decrease in pressure coefficient is due a region of separated flow.
The extent of the separated flow region is monotonically increas-
ing with increasing negative incidence; at the high negative inci-
dence case, the region extends to arc=0.2 or 44% of the pressure
side starting from the leading edge. Additionally, negative off-
design operation is causing the leading-edge stagnation point to
move onto the fore suction side. The magnitude of the suction
peak is thereby decreasing as well as slightly being moved down-
stream. These observations are indications for the increasing
unloading of the profile with negative incidence off-design
operation.

Unsteady Pressure Data. The focus is first put on the effects of
blade mode shape on the unsteady response and then led over to
effects of flow velocity and reduced frequency. Data are thereby
presented bladewise with the normalized unsteady pressure ampli-
tude being plotted in the respective top window and the phase
being included in the bottom window. Note that the phase has
been plotted in the range ±180 deg and therefore might be subject
to 360 deg jumps at either limit without any physical significance.
In each plot, the respective blade index is contained in the top left
corner of the amplitude window. The aforementioned error mar-
gins in Cp amplitude and phase are marked with error bars at the
data points.

Unsteady blade loading data at axial bending mode are con-
tained in Fig. 7 for blades +1 through −1 and in Fig. 8 for blades
+2 and −2. The major part of the unsteady response is observed
on blades 0 and −1, i.e., the oscillating blade and the pressure-side
neighbor. On these blades, a peak in response amplitude is appar-
ent on the suction side at arc=−0.11, while the phase around this
peak is fairly constant. On the suction side of the oscillating blade,
the unsteady pressure is largely in phase with the blade motion,
i.e., the pressure increases instantaneously on movement of the
blade in a positive axial direction, whereas it is 180 deg out of
phase on the suction side of blade −1. On the pressure side of
blade 0, the response is of constant though moderate magnitude

Fig. 4 Outlet flow traverse data for low subsonic operating
point

Fig. 5 Blade loading data at midspan for the three velocity
levels at nominal incidence

Fig. 6 Blade loading data at midspan for the three incidence
cases at low subsonic flow velocity
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lying around 180 deg out of phase to the blade motion. On blade
+1, the major part of the response is observed on the pressure
side, which is as well in-phase with the blade motion. On blades
+2 and −2, the measured unsteady pressure amplitude is within
measurement accuracy on both suction and pressure side. A gen-
eral note shall be made at this position that the measured phase
might become noisy in regions of low response magnitude; the
effect thereof on final stability data is however negligible.

Next, response data at circumferential bending mode are pre-
sented in Fig. 9 for blades +1 through −1. Data on blades +2 and

−2 are not included here because the response has been found
negligible. Again, it is observed that the major part of response is
present on blades 0 and −1, although the overall absolute level is
considerably smaller than at axial bending mode. The response is
again showing a peak on the suction side at arc=−0.11 decreasing
monotonically toward the leading and trailing edge. On the pres-
sure side of blade +1, a limited region of relevant response is
measured around arc=0.3 with the rest of the blade lying within
measurement accuracy. The suction side of blade 0 shows again
in-phase behavior while the response on the suction side of blade
−1 lies out of phase. This observation agrees with the one made
above from axial bending mode data.

Finally torsion mode data are included in Fig. 10 on blades −1
through +1. The major response is observed on the suction side of
blade −1, while blade 0 features a relatively lower response again
peaking on the suction side at arc=−0.11. Blade +1 features in-
creasing response magnitude from leading to trailing edge, which
for this mode is showing relevant magnitude even on the suction
side. It is assumed that this is due to oscillation of the wake shed
from blade 0 as the oscillating blade is undergoing torsional
movement. The direct opposite surfaces �pressure side blade +1
and suction side blade 0, pressure side blade 0 and suction side
blade −1� are relatively in phase to each other as well as in and
out of phase to the blade motion, respectively.

The above observations indicate a characteristic behavior that is
common for all investigated modes; the highest response magni-
tudes are present on the suction side, whereas the direct opposite
surfaces tend to be in phase with each other. As observed from

Fig. 7 Unsteady blade loading data at midspan on blades +1,
0, and −1; axial bending, low subsonic, nominal inflow, k=0.1

Fig. 8 Unsteady blade loading data at midspan on blades +2
and −2; axial bending, low subsonic, nominal inflow, k=0.1
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steady loading, occurrences of high steady cp and large cp gradient
changes �i.e., second derivatives� represent a situation where
small perturbations can lead to high amplitudes in unsteady pres-
sure. This becomes primarily apparent for the observed unsteady
response peak on the suction side at arc=−0.11, which coincides
with steady peak suction. The in-phase behavior of direct opposite

surfaces �i.e., suction side of blade 0 and pressure side of blade
+1, suction side of blade −1 and pressure side of blade 0� suggests
that the instantaneous passage flow around the oscillating blade
tends to have a dominant influence. The passage flow, in turn, is
resulting from the instantaneous passage shape during oscillation,
which is primarily affected by the passage throat; on closing of the
throat, the pressure in the passage is increased due to higher
blockage leading to an in-phase situation. Opening of the throat,

Fig. 9 Unsteady blade loading data at midspan on blades +1, 0
and −1; circumferential bending, low subsonic, nominal inflow,
k=0.1

Fig. 10 Unsteady blade loading data at midspan on blades +1,
0 and −1; torsion, low subsonic, nominal inflow, k=0.1
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consequently, leads to a decrease in blockage and, thus, a decrease
in pressure. This phenomenon becomes quite visible, for example,
at torsion mode on the aforementioned blade sides.

The effect of flow velocity on the unsteady blade loading is
addressed in Fig. 11 for the axial bending mode on blades 0 and
−1, i.e., the blades featuring the major response magnitudes. The
data suggest a moderate increase in normalized response magni-
tude with increasing flow velocity on the oscillating blade. The
response phase is thereby largely constant, apart from a region
around arc=−0.4 on the suction side, which is located right down-
stream of the throat. On blade −1 little change in response mag-
nitude is noted in both magnitude and phase. These observations
indicate that, from an overall view, the response magnitudes scale
fairly well with the inlet dynamic head, suggesting that the abso-
lute unsteady pressure level increases accordingly with increasing
flow velocity. These observations are similarly valid for the other
two modes.

Stability Data at Nominal Incidence. The set of unsteady
blade surface pressure data of the investigated modes has been
reduced to blade-specific influence coefficients. These influence
coefficients have been superimposed to traveling wave mode data
as elucidated above in order to assess the aeroelastic stability ver-
sus interblade phase angle. Results at low subsonic speed and two
reduced frequencies are included in Fig. 12. The characteristic
S-shape of the curves is apparent, suggesting a dominant influence
from the ±1 pair and subordinate influence from the ±2 pair. This
influence is however greater than the influence from the oscillat-
ing blade itself �i.e., the direct influence apparent as mean offset�

leading to the stability becoming negative in a certain range of
interblade phase angles. Unless any kinetic constraints are applied
on the blades �e.g., part- or full-span shrouds, sectoring�, it has to
be assumed that flutter will establish at the least stable traveling
wave mode. From that perspective, the present blade row would
have to be considered unstable in all modes at k=0.1 at the de-
picted operating condition. With an increase in reduced frequency
from k=0.1 to k=0.3, it is noted that the stability tends to be
increased for all three modes, which is largely due to an increas-
ingly stabilizing behavior from blade 0. At axial bending mode,
the direct influence overweighs the coupling influences from blade
pairs ±1 and ±2, leading to the blade row being stable for the
entire range of interblade phase angles. For the other two modes,
the range of unstable interblade phase angles has been reduced
although negative values still occur.

The mode shape sensitivity of the blade row operated at nomi-
nal inflow is addressed in Fig. 13 for low and high subsonic flow
conditions. The figure includes mode shape stability plots display-
ing the minimum stability for the entire range of interblade phase
angle �−180 deg to +180 deg� for various modes. Regions of posi-
tive stability have been shaded. Any mode is represented by the
reference blade �highlighted bold in the maps� oscillating around a

Fig. 11 Effect of flow velocity on unsteady blade loading data
at midspan on blades 0 and −1; axial bending, nominal inflow,
k=0.1

Fig. 12 Variation of traveling wave mode stability versus inter-
blade phase angle at k=0.1 „top… and k=0.3 „bottom…; low sub-
sonic, nominal inflow
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fictional center of torsion. Torsion-dominated modes thus feature a
center of torsion close to the reference blade, whereas bending
dominated modes are represented by a center of torsion that is
located several chord lengths away from the reference blade. For
the present discussions, a standard extract-sized three axial chord
lengths in any direction away from the reference blade has been
found suitable to discuss mode shape sensitivity.

At both flow velocity levels, two stable regions are identified
that are distributed around the reference blade and roughly aligned
in cascade circumferential direction. This suggests that bending
modes of axial character tend to be stable, whereas bending
modes of circumferential character tend to have negative stability.
Focusing on the region close to the reference blade, i.e., torsion-
dominated modes, it is recognized that the stable areas change in
extent and location as flow velocity increases. This indicates that
the effect of flow velocity increases with respect to aeroelastic
stability is heavily dependent on the torsion axis location, suggest-
ing great mode shape sensitivity for torsion-dominated modes.

Tying up with the observations made above during the discus-
sion of the unsteady blade surface data the stability maps reveal
that the most stable modes are agglomerated around a line that is
passing through the reference blade and slightly inclined away
from circumferential direction, as indicated in Fig. 13. Similar
findings have been documented by �15� for different turbine blade
row geometries. Indeed, modes that are located on this line act
efficiently on the passage throats adjacent to the reference blade.
As elucidated above, changes in passage throat were found to
affect the respective opposite blade surfaces in such a way that the
unsteady pressure is largely in phase with the motion on one side
of the oscillating blade and out of phase on the other. For the cases

depicted in Fig. 13, it is thus concluded that the response phase is
such that it acts stabilizing at axial bending mode, whereas it leads
to a destabilization at circumferential bending.

Stability Data at Negative Incidence. On the background of
the aeroelastic response phenomenon at nominal inflow condi-
tions, the focus is now drawn toward the impact of off-design
operation on aeroelastic stability and mode shape sensitivity. The
axial bending mode has, for this purpose, been selected as an
object of discussion for addressing the impacts on unsteady blade
loading and blade influence coefficients before addressing the im-
pact on mode shape sensitivity.

The unsteady response at axial bending mode, depicted in Fig.
14, indicates that substantial differences in response magnitude
becomes apparent on the fore pressure side of blades 0 and +1,
whereas the response phase shows only moderate variations. To
conclude from steady loading data, these differences occur in the
region of separated flow and can therefore directly be linked to the
underlying structure of the mean flow field. On blade 0, an influ-
ence is also detected on a limited region on the fore suction side
between leading edge and response peak at arc=−0.11. On blade
−1, the response is little affected by off-design operation apart
from a limited impact on the fore pressure side at high negative
incidence operation. On the suction side, a small increase in re-
sponse magnitude is observed around response peak that is attrib-
uted to larger gradients in steady loading as apparent from steady
data.

The effect of flow incidence on traveling wave mode stability is
included in Fig. 15. It is noted that the overall level of stability is
decreased with increasing negative incidence, however, not be-
yond the stable range. Furthermore, it is observed that this influ-
ence is nonuniformly present over the range of interblade phase
angles, whereas stability is affected very little in a range of
IBPA=−50 deg to IBPA=0 deg. It shows increasing influence
outside this range. The location of minimum stability is thereby
shifted monotonically from around IBPA=−70 deg at nominal in-
flow over IBPA=−100 deg at off-design 1 to IBPA=−140 deg at
off-design 2.

These changes shall be discussed further by addressing blade
influence coefficients. Figure 16 shows the influence coefficients
for blade 0 �direct influence�, ±1 pair and ±2 pair �coupling influ-
ences� versus reduced frequency and inflow incidence. From the
dependency of reduced frequency, it is noted that the direct influ-
ence stands for the major increase in total stability as reduced
frequency is increased. It is also observed that the influence from
the higher neighbor pair ±2 is around one order of magnitude
smaller than the influence from the direct neighbors. Both cou-
pling influences feature only moderate increase with reduced fre-
quency resulting in the overall traveling wave mode stability be-
coming stable as reduced frequency is increased. This change in
stability occurs between k=0.1 and k=0.2 for the depicted mode.
The dependency from operating point reveals that all regarded
influence coefficients tend to become more unstable with increas-
ing negative incidence. Because the sum of the coupling influ-
ences is smaller than the direct influence, the setup will, neverthe-
less, be stable in the traveling wave mode domain. The above
observation stands in agreement with the S-curves depicted in Fig.
15.

Finally, attention is drawn to the effect of off-design operation
on mode shape sensitivity. For this purpose the incremental
changes in stability rather than the absolute stability itself are
plotted in Fig. 17. As a reference, the stability map at low sub-
sonic flow velocity included in Fig. 13 is adapted. The incremen-
tal changes thus reveal how the stability is being affected by a
change from nominal to either of the two off-design conditions;
regions in which stability is affected positively have been shaded.
The amount of change in stability is included by contour lines that
readily could be overlaid to the stability values indicated in the
reference stability map in order to achieve total stability at off-

Fig. 13 Stability plot at low subsonic and high subsonic Mach
number, nominal inflow, shaded areas mark stable regions, and
values display stability parameters
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design operation. At first sight, it becomes apparent that the two
incremental maps look qualitatively similar but the magnitude of
stability change is greater with increased negative incidence. This
observation suggests that the increase in off-design incidence af-
fects the stability in a fairly linear way over the range of condi-
tions tested; trends in stability behavior that are observed on
change of incidence to off-design 1 are rather augmented than
inverted when continuing to off-design 2. The region of maximum
stability at nominal conditions that has been aligned slightly away
from the cascade circumferential experiences a destabilization at

Fig. 15 Effect of flow incidence on traveling wave mode sta-
bility, axial bending, low subsonic, k=0.3

Fig. 16 Effect of reduced frequency „top… and flow incidence
„bottom… on blade influence coefficients; axial bending; low
subsonic

Fig. 14 Effect of inflow incidence on unsteady blade loading
data at midspan on blades +1, 0 and −1; axial bending, low
subsonic, k=0.1
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off-design operation while the torsion-dominated modes close to
the reference blade are only marginally affected. On the other
hand, modes that are of bending type of circumferential to edge-
wise character experience a stabilization as incidence changes
from nominal to negative. The force realization in the regions of
changed unsteady response properties, i.e., the fore pressure side,
on these modes is seen as the key driver for this behavior.

Conclusions
The results of an experimental study have been presented that

aimed at investigating mode shape sensitivity of a typical low-
pressure �LP� turbine rotor blade row during controlled blade os-
cillation at design and off-design conditions. Unsteady blade sur-
face pressure data have been acquired on five blades at midspan in
an annular sector cascade with the center blade made to oscillate
at controlled rigid-body modes. Data have been reduced to influ-
ence coefficients and combined to traveling wave mode results
employing linear superposition. The present work represents the
first complete set of midspan data acquired for three orthogonal
modes and in an annular setup with the blade oscillated at span-
wise varying bending amplitude.

Analysis of the local unsteady pressure during blade oscillation
yielded that the major response is found on the oscillating blade
and its direct neighbors. Furthermore, the distributions reveal
dominant behavior of the instantaneous passage shape around the
oscillating blade, which, in turn, is affected by the instantaneous
passage throat. It has been found that an increase in flow velocity
from low subsonic to high subsonic only leads to minor changes
in unsteady response, whereas an increase in reduced frequency is
showing a clear trend toward increased stability. Mode shape sen-

sitivity has been addressed by means of stability maps revealing
that the most stable modes are of bending type with axial to
chordwise character. Torsion-dominated modes, on the other hand,
feature high mode shape sensitivity, as small changes in torsion
axis location might have a major influence on aeroelastic stability.

By operating the cascade at negative incidence, the flow on the
fore pressure side was forced to separate. The separation was
found to have a destabilizing influence for the axial bending
mode, whereas stability was increased for bending modes of cir-
cumferential to edgewise character. These effects were observed
in both direct and coupling influence coefficients but were of sub-
ordinate strength compared to the stabilizing effect with increase
in reduced frequency. Torsion-dominated modes are neutrally af-
fected by negative incidence operation. The reported effects of
negative incidence operation have been found to be fairly linear
with increase in off-design operation within the range of condi-
tions tested.
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Nomenclature
A � blade oscillation amplitude, deg
c � blade chord

cp � static pressure coefficient, cp= �p− ps,ref� / �p0,ref
− ps,ref�

ĉp,A � normalized unsteady pressure coefficient �com-
plex�, per-degree basis for 3D consideration,
per millimeter �bending� and per radian �tor-
sion�, respectively, for 2D consideration �sta-
bility plots�

df � infinitesimal force component
f � frequency

F̂ � force, force vector

ĥ � modal vector
i � imaginary unit, i=�−1

M � Mach number
n ,m � blade indices, period number

n� � normal vector to surface element
N � number of blades
p � pressure
p̂ � unsteady pressure amplitude �complex�
p̃ � unsteady pressure �time domain�
r� � distance from center of torsion to force realiza-

tion point
u � flow velocity

Wcycle � work per cycle
x ,y ,z � Cartesian coordinates

� � interblade phase angle
� � stability parameter

Subscripts
0 � total

ax � axial
dyn � dynamic

IC � influence coefficient
in � inlet, −20% cax

ref � reference
s � static

TWM � traveling wave mode
� � torsion direction
� � circumferential bending direction
 � circumferential component

Fig. 17 Incremental change in stability with inflow incidence;
low subsonic, k=0.3; shaded areas mark stabilizing change
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� � axial bending direction

Acronyms
COT � center of torsion
IBPA � interblade phase angle
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The lifetime distribution of a component subjected to fatigue loading is calculated using
a micromechanics model for crack initiation and a fracture mechanics model for crack
growth. These models are implemented in a computer code which uses the local stress
field obtained in a finite-element analysis as input data. Elemental failure probabilities
are defined which allow us to identify critical regions and are independent of mesh
refinement. An example is given to illustrate the capabilities of the code. Special empha-
sis is put on the effect of the initiation phase on the lifetime distribution.
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Introduction
Lifetime prediction of components subjected to fatigue loading

is based on suitable models for crack initiation and crack growth.
In the crack growth phase fracture mechanics models work very
well as long as there is no extensive plastic deformation and the
cracks are not too small. This is typically the case if the material
in question contains second phase particles which have sizes ex-
ceeding the average grain diameter. The probability of failure at a
given number of load cycles is then equal to the probability that at
least one crack has reached its critical size. In principle, the cal-
culation of this probability is straightforward and can be per-
formed by a suitable postprocessor, if the stress distribution in the
component is determined in a finite-element analysis. However,
efficient and “foolproof” numerical procedures have to be em-
ployed in order to make sure that the result is not dependent on
the finite-element mesh or the skills of the user. Examples of such
postprocessors are the lifetime of cracked components �LOCC�
code which has been developed recently by University of Kassel
and the Darwin code developed by SWRI �1�. The initiation phase
is much more difficult to deal with within the framework of a
reliability analysis. The most straightforward way is to introduce
an initiation rate and to simulate the fact that some cracks will not
start to grow at startup, but some time later. However, this proce-
dure neglects the fact that the initiation phase is dominated by the
microstructure and that small cracks may be stopped at micro-
structural barriers �2�. As a substantial part of the component’s
lifetime may be spent in the initiation phase it is worthwhile to
look for more advanced models which will provide a more real-
istic description of the initiation phase. A good candidate is the
Tanaka–Mura model �3� which relates the number of cycles to
crack initiation to the grain size and the resolved shear stress in
the crack plane. A reliability model based on the Tanaka–Mura
model was proposed by Tryon and Cruse �4�. A similar approach
is used in this paper. An example is given which illustrates the
influence of the initiation phase on the lifetime distribution.

Crack Initiation and Crack Growth
This section presents the basic models for crack initiation and

crack growth which are applied for the calculation of the failure
probability of a component under fatigue loading. The symbols
used are defined in the Nomenclature.

Three different scenarios of crack initiation under fatigue load-
ing are given in literature.

1. Cracks may be initiated from small inclusions for two dif-
ferent reasons. Debonding of the inclusion may lead to crack
initiation in the matrix or cracks in the inclusions which
remain attached to the matrix may extend into the matrix. In
addition a combination of these two mechanisms is possible;

2. Under fatigue loading and microplastic deformation cracks
may be initiated by dislocation pileup at microstructural bar-
riers; and

3. A combination of these two mechanisms.

In Case 1 there is virtually no initiation time �5� and the initiation
phase can be neglected. In the second case, an initiation rate can
be derived from the Tanaka–Mura relation which allows to esti-
mate the number of cycles to crack initiation Ni inside a grain

Ni =
8G · Wc

��1 − �� · D · ���res − 2�c�2 �1�

Here G is the shear modulus; � is Poisson’s ratio; D is the length
of slip line; ��res is the range of the resolved shear stress; �c is the
critical shear stress; and Wc is the fracture energy per unit area.
The parameters G, �c, and Wc are material constants and can be
found in the literature; and Ni denotes the number of cycles to
crack initiation in the specific slip band. The length of the slip
band D can be assumed to be equal to the grain size. Upon initia-
tion a microcrack is formed with an initial length 2ci=D.

Microcracks may extend irregularly if their size is of the same
order of magnitude as the distance between microstructural barri-
ers. The classical model for intermittent crack growth was pro-
posed by Navarro and de los Rios �6�. This model is completely
deterministic for a given grain structure. This implies that once the
spatial distribution of the grains is given, the number of cycles to
failure of a specific microcrack can be calculated directly. Life-
time predictions can be based on these simulations and the
Tanaka–Mura model for crack initiation �7�.

Even though models of intermittent crack growth are appealing
from a theoretical point of view, their usability in reliability analy-
ses of real components is very limited, as it is not possible to
simulate the microstructure of a real component. Therefore it is
more realistic to assume that the microstructure is taken into con-
sideration in the initiation phase and to use a continuous fracture
mechanics model to analyze the crack extension phase. If small
crack growth should play a role, statistical fudging factors can be
used to get conservative estimates of its effect.

If a microcrack is initiated, it is assumed to be of semi-elliptical
shape and with a depth ai. After initiation, the microcrack behaves
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like a macroscopic semi-elliptical surface crack. This implies that
crack growth and failure can be analyzed in terms of the corre-
sponding stress intensity factors. Assuming a Paris-type crack
growth law leads to the following expressions:

da

dN
= C��Kdepth�m �depth direction� �2a�

dc

dN
= C��Ksurface�m �length direction� �2b�

with

�Kdepth =
1.12����a

�

�Ksurface =
1.12����a

�
�a

c
�1/2

� = �1 + 1.464�a

c
�1.65	1/2

for
a

c
� 1

where a is the crack depth; 2c is the crack length; C and m are
material parameters; and �� is the stress range given by the so-
lution of a finite-element analysis. This system of equations for
crack growth can be solved numerically. Dividing Eq. �2a� by Eq.
�2b� and solving the corresponding differential equation yields a
simple relation for the aspect ratio a /c

� c

a
��m+2�/2

= 1 − �ai

a
��m+2�/2

· �1 − �a

c
�

i

�m+2�/�−2�	 �3�

where ai and ci are the depth and half length of the initial crack,
respectively. An important observation is that the actual value of
the aspect ratio a /c depends only on the initial values of crack
depth and the initial aspect ratio ai /ci= �a /c�i and on the final
value of the crack size and not explicitly on the number of load
cycles or the stress amplitude. This implies that system of differ-
ential equations can be reduced to an ordinary differential equa-
tion which can be solved by separating variables.

The number of cycles to failure is related to the critical crack
size via the failure criterion

max�Kdepth,Ksurface� � KIc �4�

with Kdepth and Ksurface as in Eqs. �2� with the stress range ��
replaced by the maximum stress. Inserting Eq. �3� into the failure
criterion yields a unique relation between the initial values of the
crack depth and of the aspect ratio and the critical value of the
crack depth ac.

As a result of Eqs. �2�–�4�, and if the crack initiation phase is
neglected �i.e., Ni=0�, the relation between the lifetime and the
corresponding critical initial crack depth ac,i �i.e., the crack with
an initial depth value which just reaches the critical value at time
Nf =Ng� in a given stress field can be summarized as follows

Ng =

ac,i

ac �1 + 1.464�a

c
�1.65	m/2

C · ����m · ���a�m · 1.12m
da �5�

with the critical crack depth ac.
Equation �5� can be easily generalized to include crack initia-

tion. If a crack of depth ac,i=1/2�a /c�iD is initiated after Ni load
cycles where D and Ni are related by the Tanaka–Mura criterion,
Eq. �1�, then the crack extension phase is reduced to Ng=Nf −Ni
load cycles for a design life of Nf. Hence Eq. �5� is modified to

Nf − Ni =

ac,i

ac �1 + 1.464�a

c
�1.65	m/2

C · ����m · ���a�m · 1.12m
da �6�

The local stress value is contained in the stress range ��
=�max�1−R�, in terms of the maximum normal stress �max in the
critical crack size ac via the failure criterion Eq. �4�, and in the
number of cycles to crack initiation Ni in terms of the resolved
shear stress �res. According to Ref. �4�, the following relation
holds

�res =
2
�3

�von Mises �7�

Consequently, the value of ac,i is uniquely determined by Eq. �6�
for each point in a structure if the stress field is available, e.g.,
from a finite-element analysis.

Probabilistic Model
A crack initiated at load cycle Ni with depth ai will extend

under cyclic loading until it reaches a critical size ac. The prob-
ability that the crack size after N load cycles a�N� exceeds ac, is
called the local failure probability P�a�N�	ac� and depends on
the nature and the parameters of the crack growth law, Eq. �6�, the
initial crack size ai, the initiation time Ni, and the local stress field
�ij which may also depend on the cycle number.

For a specific area Ael with its local stress distribution a nor-
malized local failure probability is determined by

Q1,el =
1

Ael



Ael

P�a�N� 	 ac�dAel �8�

This quantity is independent of the size of Ael as can be easily
seen by inserting a constant stress field into Eq. �8�. Q1,el is the
conditional probability that failure has occurred at or before load
cycle N provided there is exactly one crack �natural flaw with
Ni=0 or fractured grain with initiation time Ni� in the area under
consideration.

If the total area Atotal is divided into subareas Ael as in a FE
mesh, the corresponding conditional failure probabilities are re-
lated by

Q1,total =
1

Atotal
�
Ael

Ael · Q1,el �9�

In general, the component under consideration may contain a ran-
dom number of flaws, i.e., defects, and/or highly stressed grains
from which cracks can be initiated within design life. The actual
number of flaws is a Poisson distributed random variable if the
material is homogeneous and the number of flaws is low.
This assumption leads to the following expression for the failure
probability

Pf = 1 − exp�− Mtotal · Q1,total� �10�

where Mtotal is the average number of crack initiation sites in the
component.

If the lifetime Nf is specified as the design life, then Eq. �6�
yields a unique relation between the crack depths ac,i and ac. This
is very useful in a probabilistic analysis for two reasons:

1. The couple system of differential equations, Eqs. �2a� and
�2b�, is replaced by a simple nonlinear integral. This greatly
improves the numerical convergence; and

2. There is a unique relation between the critical crack size at
the end of the design life and the initial crack size which
grows into ac during the lifetime of the component. This is
very useful in a probabilistic analysis as the local failure
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probability, i.e., the probability that a crack initiated at a
given site has exceeded its critical size after N load cycles,
can now be rewritten as

P�a�N� 	 ac� = P�ai 	 ac,i� �11�

Hence it is not necessary to update the crack depth distribution,
but all calculations can be performed with the initial crack depth
distribution function. This is very convenient if the aspect ratio is
also a random variable, because the instantaneous values of a and
a /c are coupled through Eq. �3� and, consequently, depth and
aspect ratio are not independent random variables.

Once the critical initial crack depth ac,i is known, the local
probability for a given area Ael to contain a crack with depth
longer than ac,i can be calculated using Eqs. �8� and �11�. In the
simplest case, all material parameters are constant and a fixed
value is selected for the initial value of the aspect ratio �a /c�i

�e.g., �a /c�i=1 for a globular grain structure or a material contain-
ing spherical inclusions�. This implies that the probability in Eq.
�11� can be written down in closed form

P�a�N� 	 ac� = �1 − Fai
�ai = ac,i�� �12a�

where Fai
�·� is the statistical distribution of the initial value of the

crack depth if initiation can be neglected. If the initiation phase
plays an important role �see Eqs. �1� and �6�, then we have

P�a�N� 	 ac� = �1 − FD�D = 2� c

a
�

i

ac,i� �12b�

where FD�·� is the statistical distribution of the grain size.
More complex probabilistic models can be built up by includ-

ing the effect of the random variables Y1 ,Y2 , . . . ,Yn in the expres-
sion for the local failure probability

P�a�N� 	 ac� =
 . . .
 �1 − FD�D = 2� c

a
�

i

ac,i�
· fY1

�y1� · . . . · fYn
�yn�dy1 . . . dyn �13�

with crack initiation taken into account. The quantities fYk
�·� de-

note the probability density functions of the random variables
Yk ,k=1, . . . ,n. The integrals in Eq. �13� can be solved by numeri-
cal integration or by Monte Carlo simulation and will be omitted
in the following in order to simplify the notation.

LOCC Computer Code
The LOCC code is currently being developed at Kassel Univer-

sity. It calculates the failure probability of a component after an
arbitrary user-defined number of load cycles. The lifetime distri-
bution can be obtained by varying the value of the design life Nf.
The stress field can vary in a very general way throughout the
component and is assumed to be determined by a finite-element
analysis. The initial flaw size is assumed to be random with a
user-defined probability distribution function. If all other random
variables �denoted as y1 , . . . ,yn in Eq. �13�� are kept constant, the
local failure probability P�a�N�	ac� can be determined without
additional Monte Carlo simulation using the relations developed
in the previous section. A more elaborate probabilistic model, e.g.,
one which contains random material parameters will require addi-
tional Monte Carlo simulations which can be performed outside
the LOCC code using a commercial simulation software.

The conditional local failure probability given in Eq. �8� is
calculated for each element of a finite-element mesh by numerical
integration. One possibility to quantify the contribution of each
element to the total failure is the local risk of fracture which is
defined as �8�

P�fatal crack in element� =
Q1,el · Ael

Q1,total · Atotal
�14�

with Q1,total given in Eq. �9� as the integral over the total surface
area of the component.

This quantity is the conditional failure probability that the ele-
ment in question contains the fatal crack under the condition that
no other element is critical. The local risk of fracture approaches
the conditional probability density function for very small ele-
ments and is therefore a well-defined stochastic quantity. How-
ever, the interpretation of the numerical values of the local risk of
fracture is less straightforward than the conditional failure prob-
abilities given by the LOCC code.

Calculation of the Critical Crack Depth. The critical crack
depths ac,i and ac are calculated from Eqs. �2�–�7� assuming that
the initial aspect ratio �a /c�i is known. The integral is replaced by
a Gaussian integration sum. A system of two nonlinear equations
is obtained and solved by a Newton based algorithm using line
search and backtracking for �nearly� global convergence. The rou-
tine calling this Newton solver calculates “good” values as start-
ing points for the following iterative solution process. With the
simplification a /c=1 Eqs. �4� and �5� are used to calculate this
“good” values

ac, Start = � KIc · 


1.12 · �� · ��
�2

�15a�

ac,i, Start = �ac, Start
1−m/2 − Nf · C ·

2 − m

2
· �1.12 · ���m · �


�
�−m/2	1/1−m/2

�15b�

A check for physical consistency is performed. If the solver fails
for numerical reasons, it is recalled with improved starting points.
Thus the crack depths ac,i and ac can be calculated for realistic
problems.

Flaw Size Distribution. The probability of containing �or ini-
tiating� an initial crack of the critical depth ac,i �or deeper� is
calculated for each surface area of a finite element using Eqs. �8�
and �12a� or �12b�.

Various probability distribution functions for Fai
�·� and FD�·�

are contained in the code. Thus the LOCC code can be applied to
various materials with specific defect structures. At present four of
these functions are implemented: the exponential distribution, the
lognormal distribution, the Weibull distribution, and the Gumbel
distribution. If initiation is taken into account, the initial flaw size
distribution is equal to the grain size distribution FD�·�. It is com-
mon practice to use a lognormal distribution in this case.

Numerical Integration. In general it is not possible to solve
Eq. �8� analytically for a given element, and Gaussian sums are
used to determine the integrals. This is a straightforward proce-
dure for the number of cycles to crack initiation, which is needed
for calculating the critical crack depth, but rather involved for the
integration over the surface area of an element. The integration
limits of the integral have to be transformed to −1 and 1 in order
to use a Gaussian sum. The following expression is obtained for a
finite element of arbitrary shape and order

Q1,el =
1

Ael
·


Ael

�1 − Fai
�ai = ac,i��dAel

�
1

Ael
· �

j=1

L

hj�x� j� · G�x� j� · T�v� ,x� j� �16�

with
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G�x� j� = 1 − Fai
�ai = ac,i�x� j��

v� is vector of the coordinates of all nodes of the element area; and
x� j = �� j ,� j , j� the vector of the coordinates of the Gauss integra-
tion points. T�v� ,x� j� denotes the transformation factor which rep-
resents the transformation between the x� j in the area Ael of the
finite element and the Gauss area ��G ,�G� �−1,1��.

The quantity G�xj� is calculated for each Gauss integration
point of the surface area using the �element� nodal stress output of
a finite-element analysis program �e.g., ABAQUS�. Up to three
transformations are needed to calculate the transformation factor
T=T�v� ,x� j� which transforms the integration limits of the integral
Eq. �8� to the Gauss area.

Structure of the LOCC Code and Flow Chart. The LOCC
code consists of one main function, three headers and 46 proce-
dures, functions, and libraries. The code has a modular structure
with well-defined interfaces which allow modifications. The short-
est function contains ten lines, the longest one more than 600
lines. The different parts of the computer code are arranged in
seven groups. These groups are briefly presented.

1. Group “main”: one member, main code to run the program;
2. Group “FUNC”: seven members, small functions used by

several parts of the program;
3. Group “HE”: three members, headers for general declara-

tions and include directives;
4. Group “LI”: ten members, procedures, functions, declara-

tions, and definitions depending on the finite elements type
used in the FE analysis;

5. Group “NLG”: three members, containing the nonlinear
equation system and the used Gauss points and weights;

6. Group “NR”: six members, procedures; of the Newton-
based routines; and

7. Group “PRO”: twenty members, procedures for the calcula-
tions and general data-manipulation.

Figure 1 shows the flow chart of the interaction of these group
members during the calculations. Only the general group names
are used in order to facilitate understanding of the general struc-
ture of the computer code.

The numbers in Fig. 1 denote the following steps:
1. User input or parameter selection: file name with the finite

element method �FEM�-results of the stress calculation, design
life, parameters of the material for the crack growth law, distribu-
tion function for the depth of the initial cracks and their param-
eters, and parameter for the failure probability function.

2. Global variables are declared. The parameters of the Newton-

based numerical solver are also defined.
3. The input data of Step 1 are defined as global variables.
4. The main starts to call all procedures one after another.
5. The element type is read from the FEM results.
6. The libraries are called with the element type as input data.
7. The properties of the element type are published as global

variables.
8. The FEM results are rearranged in new RAM files containing

stress tensors at the nodes, element definitions, element type, node
definitions, and nodal coordinates in the local system.

9–11. The procedures are called: 9 to determine, calculate 10,
and save the following data in RAM files, step 11: neighbors of
each element, surface elements, nodal stress of these surface ele-
ments, integration points for the surface areas, stress at these in-
tegration points using step 10 for transformations and shape func-
tions, stress for the crack growth at the integration points, size of
the surface areas, and corresponding transformation factors.

12–14. The numerical solver is called to calculate the critical
depth of the initial cracks that leads to failure after the specified
number of lifecycles. For each integration point of the surface
areas the critical crack depths are calculated. The results are saved
in a RAM file.

15. At each integration point the probability P�ai	ac,i�, Eq.
�12�, is calculated. If there is no initiation �e.g., if the von Mises
stress is too low for crack initiation�, P�ai	ac,i� is set to zero.

16. The results of step 15 and the corresponding transformation
factors are used to calculate the local failure probability according
to the integral given in Eq. �16�. This calculation is performed for
each surface area. The results are used to calculate the total failure
probability according to Eq. �10�.

17. The conditional failure probability of each element, Eq. �8�,
and the total failure probability, Eq. �10�, are stored in output files.

Example
The crack sensitive part of a transmission case was selected to

study the effect of crack initiation and growth under fatigue load-
ing. The two-dimensional model �plane stress� and the boundary
conditions used are shown in Fig. 2. The material data are taken
from literature and are supposed to be valid for conventional steel.
The input data are summarized in Table 1. A cyclic load with
constant amplitude is applied in the axial direction. The simula-
tion is supposed to capture the situation in a lab test, i.e., the
failure probabilities range from 0 to 1 and are much higher than
those used in probabilistic design.

Some details of the FE model and of the PC system on which
the calculations were performed are given in Table 2.

Fig. 1 General flow chart of the computer code
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The run time needed does not depend on the value of the failure
probability as no Monte Carlo simulations are needed. Similar
investigations with notched tensile bars are on the way.

The values given in the literature for the quantity Wc differ by
several orders of magnitude. Therefore, three different cases are
considered here as follows:

1. Wc=0, no crack initiation phase, all cracks start to grow at
the very first load cycle. This case relates to materials that
contain defects before applying the load �e.g., resulting from
casting, forging, etc.�.

2. Wc=2 kJ/m2: Almost all cracks will initiate after a few hun-
dred load cycles, i.e., most of the lifetime will be spent in
the crack growth phase.

3. Wc=20 kJ/m2: This value was estimated from the macro-
scopic fracture toughness and the energy release rate. The
number of cycles to crack initiation is comparable to the
number of cycles spent in the crack growth phase.

In Fig. 3 the conditional failure probabilities Q1,el are given for
each element. Only part �b� �see Fig. 2� of the structure is shown
for a more detailed presentation of results. The elemental failure
probability decreases smoothly from the maximum value of
83.4% along the surface, even though the finite-element mesh
contains elements of different sizes �see Fig. 3�. The kinks in the
contours �and the subsurface probabilities with values greater than
0� are related to the fact that nodal values were transferred to the
graphics postprocessor. Figure 3 was obtained for Wc=0, i.e., a
crack initiation phase was not taken into account. A plot for any of
the other two cases would give a very similar picture.

Figure 4 shows the conditional failure probability of the most
critical element as a function of the number of load cycles.

The effect of the initiation phase leads to a small shift in the
lifetime distribution to higher lifetimes. However, this effect is not
dramatic in contrast to the general statement that most of the
lifetime is spent in the crack initiation phase. It has to be kept in
mind, however, that this statement is made on the basis of a tech-
nical crack which has a depth of about 0.5–1 mm, i.e., is ten
times deeper than the microcracks considered here. Moreover,
cracks start to grow immediately after initiation. A threshold value
to account for the retardation at the first microstructural barrier
will be taken into account in future investigations.

Fig. 2 Transmission case, boundary conditions, and FE mesh

Table 1 Input data

Shear modulus G �GPa� 81
Specific fracture energy
WC �kJ/m2�

0, 2, 20

Critical shear stress
�c �MPa�

108

Poisson’s ratio � �-� 0.3
Crack growth parameter
C �m, MPa, load cycle�

10−12

Crack growth exponent m 3.5
Fracture toughness KIC

�MPa ��m��
80

Initial value of the aspect
ratio �a /c�i

2/3

Mean value of grain/
defect size �10−6 m�

52

Variance of grain/defect
size �10−12 m2�

383

Table 2 Calculation details

Surface elements 322
Surface nodes 570
CPU: Pentium 4 2.53 GHz
RAM 1.00 GB
OS Windows XP

Professional 2002
Calculation time for 1 run approx. 3 min

Fig. 3 Transmission case „detail b, see Fig. 2…, elemental failure probabilities for N=600,000 and WC=0
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It is indeed true that the simulation shows that most of the
lifetime is spent until a macroscopic value of the crack size is
reached in agreement with common knowledge.

An additional explanation for the small effect of the initiation
phase �Fig. 4� is given with the nature of Eqs. �1�, �6�, and �7�.
According to Eqs. �1� and �7� the number of cycles for crack
initiation is inversely proportional on the squared difference of the
von Mises stress and the critical shear stress. High values
of the von Mises stress cause short crack initiation phases, i.e.,
the influence of the crack initiation phase increases for
2 /�3·��von Mises→2�c. Figure 5 shows this effect for a maxi-
mum stress S=160 MPa.

In comparison to Fig. 4, Fig. 5 shows that a lower stress leads
to a longer lifetime and that at the same time the influence of the
crack initiation phase increases as mentioned above.

Conclusions
The LOCC code is a post-processor for a commercial finite-

element code and calculates local and global failure probabilities
at a user-defined number of load cycles. The lifetime distribution
is obtained by varying the number of load cycles. The initiation
phase is included in addition to the crack growth phase. The re-
sults obtained depend on the mesh size only in terms of the stress

field. Numerical convergence and stability are very good. Hence
the code can be used as lifetime tool in a toolbox for probabilistic
design.
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Nomenclature
a ,2c ,ai � crack depth, crack length, initial crack depth

ac ,ac,i � critical crack depth, critical initial crack depth
C ,m � parameters of the Paris law

D � grain diameter
G � shear modulus

KIc � fracture toughness
Nf � �design� lifetime of the component
Ng � number of cycles in the crack growth phase
Ni � number of cycles to crack initiation
R � stress ratio

Wc � fracture energy per unit area
��res � range of the local resolved shear stress

�� � range of the local normal stress �Mode I�

Fig. 4 Maximum local failure probability for different loading cycles and a
maximum stress S=200 MPa

Fig. 5 Maximum local failure probability for different loading cycles and a
maximum stress S=160 MPa
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� � Poisson’s ratio
�c � critical shear stress

Symbols for the Probabilistic Model
Fai

�·� � distribution of the initial crack depth
FD�·� � distribution of the grain size

Pf � probability of failure of a component contain-
ing an arbitrary number of flaws

Q1,el � conditional probability of failure provided that
area Ael contains 1 flaw

Q1,total � conditional probability of failure based on Q1,el
for an area Atotal which is divided into several
subareas Ael
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Transient Rotor/Active Magnetic
Bearing Control Using Sampled
Wavelet Coefficients
A novel method for transient rotor/active magnetic bearing control using sampled wave-
let coefficients is proposed. Control currents are formulated in the wavelet transform
domain, prior to signal reconstruction. The wavelet based controller is designed from
target transient responses due to step changes in wavelet coefficients of applied forces.
Transient system dynamics are embedded in the controller and evaluated from on-line
system identification. Experimental validation is undertaken using a flexible rotor/active
magnetic bearing system. Mass loss tests were performed at two critical speeds corre-
sponding to near sudden changes in unbalance that are capable of exciting rotor dynamic
modes in a transient manner. The controller is shown to suppress the transient responses
within a finite settling time. �DOI: 10.1115/1.2436570�

1 Introduction
Rotor/magnetic bearing systems may experience disturbances

giving rise to transient rotor vibration. Unbalance changes, flow
induced forces, base acceleration, sensor malfunctions and other
component failures leading to loop signal perturbations are ex-
ample disturbances. Traditional controllers aimed at cancellation
of steady-state vibration may not offer the desired levels of con-
trol during transient periods.

Many different control strategies have been devised to control
rotor/magnetic bearing systems during both steady state and tran-
sient forcing conditions. Optimal control strategies such as H�

and � synthesis have been developed. Keogh et al. �1� present an
H� control method for transient vibration attenuation. It is impor-
tant for such optimal controller design to have an accurate model
of the system. Nonami and Ito �2� use �-synthesis to formulate a
more accurate representation of plant perturbations and errors in
order to achieve improved controller performance. However, op-
timally designed controllers are limited in their performance due
to the compromise between a high system order and computa-
tional efficiency for real-time implementation.

Burrows and Sahinkaya �3,4� use an open-loop technique to
eliminate steady synchronous vibration. Knospe et al. �5–7�
present adaptive open-loop updating of currents on a cyclic basis
in order to remove synchronous vibration components. An adap-
tive open-loop controller is simulated by Shafai et al. �8� to solve
the problem of sudden variation in rotor unbalance. These tech-
niques can be extended to consider multiple frequency compo-
nents to provide more general rotor control. Zimmerman et al. �9�
use the Fourier components of the system disturbance in order to
provide control within a finite time. Cole et al. �10� use a multi-
level approach involving multiple frequencies, while transient
control using sampled Fourier harmonics has been considered by
Keogh et al. �11�.

One of the main drawbacks of using Fourier based techniques
for control is the delay incurred in evaluation of the Fourier coef-
ficients. More recently, wavelet based methods of harmonic analy-
sis have been used to study rotor vibrations to overcome transient
averaging during Fourier analysis �12–14�. Furthermore, Fourier
harmonics do not provide the most efficient representation of a

transient vibration signal. Wavelet analysis, based around a loca-
lised oscillatory basis function, offers improved time–frequency
resolution and its transient nature may provide an improved rep-
resentation of the transient response. Chancey and Flowers �12�
use wavelet analysis to extract transient patterns from measured
rotor vibration signals. However, the literature describing wavelet
based control strategies is limited. This paper therefore focuses on
the use of the wavelet transform to provide a method of control
for a flexible rotor/active magnetic bearing system when multiple
frequency components are present in the system transient re-
sponse. A method of transient rotor control is presented, which is
formulated in the wavelet coefficient domain and designed around
a prespecified target transient response. It is envisaged that mag-
netic bearing equipped rotors operating in motion induced envi-
ronments or during transient fault conditions would benefit from
the application of the wavelet based controller.

2 Wavelet Analysis and Filter Banks

2.1 Introduction to Wavelet Analysis. Wavelet analysis is a
well established signal processing technique and accordingly there
is much literature on the subject. For completeness a brief over-
view is presented here. More detailed explanations are given in
Refs. �15,16�. Wavelet analysis provides a multiresolution time–
frequency decomposition of a signal. This is achieved by integrat-
ing a signal with an appropriate mother wavelet, �, at different
dilations, a, and translations, b, where � has zero mean, i.e., it
must be oscillatory. Many of the problems associated with Fourier
analysis such as fixed resolution and windowing are overcome by
use of wavelet analysis. The wavelet transform of a function f�t�
is defined as

c�a,b� = �a�−1/2�
−�

�

f�t��� t − b

a
�dt �1�

2.2 Wavelet Analysis and Filter Banks. In a discrete
sampled system the wavelet coefficients, c�a ,b�, can be evaluated
on a discrete grid where a and b are assigned regularly spaced
values: a=ma0 and b=nb0, where m and n are integer values. This
can be formulated using filter banks. References �15,16� show that
a discrete time signal can be transformed into its wavelet coeffi-
cients, c�a ,b�, by being passed through high-pass and low-pass
filters in parallel and downsampled by a factor of 2. The output
signals are referred to as the approximate and detail coefficients,
respectively. The approximate coefficients correspond to the
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wavelet coefficients, c�a ,b�. Different wavelets are specified by
filters having different impulse responses. Successive wavelet de-
compositions can be obtained by repeating the filtering and down-
sampling. The discrete output, y��k�, from a multilevel filter bank
can be expressed as a vector of wavelet coefficients of the form

y��k� = �y1�2k�,y2�4k�, . . . yi�2ik�,yi�2ik + 1��T �2�

where the subscript, i, indicates the octave number. The sample
time at any given subband, i, is scaled by 2i since it is down-
sampled by 2 in each channel. This is called Dyadic sampling.
Perfect signal reconstruction can be achieved through successive
upsampling, filtering with reconstruction filters, and summation of
the coefficients associated with the detail signal.

3 Rotor Dynamics
A discretized flexible rotor model with N degrees of freedom

can be described in terms of the vector of rotational and lateral
displacements at each node, x�t�. Denoting the vector of distur-
bance forces acting on the rotor as f�t� and any control force
vector as u�t�, the dynamics of the rotor, operating at a rotational
speed �, can be derived from

Mẍ + ��G + C�ẋ + Kx = B ff + Buu �3�

where M, C, K, and G are the mass, damping, stiffness, and
gyroscopic matrices, respectively. B f and Bu are distribution ma-
trices, which map the dimensions of f and u to that of x. This can
be transformed into a first order problem without control �u�t�
=0� as

q̇ = Aq + Bf, q = 	x

ẋ

 �4�

A = 	 0 I

− M−1K − M−1��G + C� 
, B = 	 0

M−1 
 �5�

where q denotes the state vector. The system characteristics may
be derived from the eigenvalue problem.

AV = V� �6�

The transformation q=V� implies that

�̇�t� = ���t� + V−1Bf�t� �7�

The response of a specific mode, l, can be isolated by taking a
single row of Eq. �7�:

�̇l�t� = �l�l�t� + �V−1B�lf�t� �8�

where �l indicates the eigenvalue of mode l, and �V−1B�l corre-
sponds to the lth row of V−1B. Taking the Laplace transform of

Eq. �8�, as indicated by ·̄, gives

s�̄l�s� = �l�̄l�s� + �V−1B�lf̄�s� �9�

The response of the system can be evaluated by superposing the
individual modal contributions

q̄�s� = �
l=1

2N
Vl�V−1B�l

s − �l
f̄�s� �10�

where Vl is the lth modal �column� vector.

4 Wavelet Coefficient Behavior
The proposed method of transient control is based around the

wavelet decomposition of the rotor vibration, q�t�. The controller
will act in the wavelet coefficient domain with the objective of
minimizing wavelet coefficients derived from measurement sig-
nals. The time dependent control signal will then be generated
from the reconstruction of wavelet control coefficients �Fig. 1�.
The manner in which the wavelet coefficients are related needs to
be assessed.

4.1 Multilevel Wavelet Representation of Rotor Vibration
and Disturbance Force. Using the discrete wavelet transform it
is possible to represent a signal over a limited time period T by

q�t� = q1
0 + �

p=0

�

�
q=0

2p−1

qp,q�T���2pt − q�, 0 � t 	 T �11�

where q1
0 is the average value of the signal. Separating the states

into components of the signal over successive periods:

Fig. 1 Block diagram showing feedback control structure in the wavelet
coefficient domain
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q�t� =�
q1

0 + �
p=0

�

�
q=0

2p−1

qp,q�T���2pt − q� 0 � t 	 T

q2
0 + �

p=0

�

�
q=0

2p−1

qp,q�2T���2pt − q� T � t 	 2T

 

qk
0 + �

p=0

�

�
q=0

2p−1

qp,q�kT���2pt − q� �k − 1�T � t 	 kT

 

�
�12�

A similar expression can be written to represent the input distur-
bances on the system

f�t� =�
f1

0 + �
a=0

�

�
b=0

2a−1

fa,b�T���2at − b� 0 � t 	 T

f2
0 + �

a=0

�

�
b=0

2a−1

fa,b�2T���2at − b� T � t 	 2T

 

fk
0 + �

a=0

�

�
b=0

2a−1

fa,b�kT���2at − b� �k − 1�T � t 	 kT

 

�
�13�

The wavelet coefficients of the system states and the input distur-
bance vectors are given by

qp,q�kT� = �p�−1/2�
kT−q/2p

kT

q�t���2pt − q�dt

fa,b�kT� = �a�−1/2�
kT−b/2a

kT

f�t���2at − b�dt �14�

These decompositions offer a multiresolution approach and in or-
der to design an effective controller it is desirable to understand
how the input disturbance coefficients, fa,b�kT�, affect the system
dynamics. Taking the Laplace transform of the input disturbance
vector

f̄�s� = �
k=1

� �
�k−1�T

kT 	fk
0 + �

a=0

�

�
b=0

2a−1

fa,b�kT���2at − b�
e−stdt

�15�

In order to evaluate Eq. �15� the wavelet must now be specified.
Under mass loss conditions the input disturbance can be consid-
ered as a step change in rotor unbalance. Hence, the Haar wavelet,
with its step like characteristics, is a convenient choice. It also
offers maximum resolution in time and frequency and takes the
minimum time to evaluate using filters. The Haar wavelet is

��t� = �1 0 � t 	 1/2

− 1 1/2 � t 	 1

0 otherwise
� �16�

Specific to the Haar wavelet, Eq. �15� becomes

f̄�s� = �
k=1

� 	− fk
0e1�s,kT�

s
+ �

a=0

�

�
b=0

2a−1

fa,b�kT�
e2�s,kT,b�

s

 �17�

where

e1�s,k,T� = e−skT − e−s�k−1�T

e2�s,k,T,a,b� = 2e−s��k−1�T+2−b/2−2a� − e−s��k−1�T+2−b−2a� − e−s��k−1�T−2a�

�18�

From the modal expansion of the system response �Eq. �10�� the
input wavelet coefficients dictate that

q̄�s� = �
k=1

�

�
l=1

2N
Vl�V−1B�l

s�s − �l�
	− fk

0e1�s,k,T�

+ �
a=0

�

�
b=0

2a−1

fa,b�kT�e2�s,k,T,a,b�
 �19�

Poles exist at s=0 and s=�l. The exponential terms in Eqs. �18�
and �19� give rise to delays in the time domain. The dynamic
response of the system is derived from the inverse Laplace trans-
form

q�t� = �
k=1

�

�
l=1

2N
Vl�V−1B�l

�l
	− fk

0e�ltu1�t,�l,k,T�

+ �
a=0

�

�
b=0

2a−1

fa,b�kT�e�ltu2�t,�l,k,T,a,b�
 �20�

where

u1�t,�l,k,T� = H�t − kT�e−�lkT − H�t − �k − 1�T�e−�l�k−1�T

u2�t,�l,k,T,a,b� = H�t − �k − 1�T − 2a��e−�l��k−1�T−2a� − 1�

+ H�t − �k − 1�T + 2b − 2a��e−�l��k−1�T+2b−2a� − 1�

− 2H�t − �k − 1�T + 2b/2 − 2a�


�e−�l��k−1�T+2b/2−2a� − 1� �21�

and H�t� is the Heaviside step function. From Eq. �20� the relation
between wavelet coefficients of the system states can be evaluated
as function of the wavelet coefficients of the input disturbance.
Defining

g1�m,T,�l,k,T,p,q�

= �p�−1/2�
�m−1�T

mT

u1�t,�l,k,T�e�lt��2pt − q�dt

g2�m,T,�l,k,T,a,b,p,q�

= �p�−1/2�
�m−1�T

mT

u2�t,�l,k,T,a,b�e�lt��2pt − q�dt �22�

Eq. �20� can be transformed in to the wavelet coefficient domain
as

qp,q�mT� = �
k=1

m−1

�
l=1

2N
Vl�V−1B�l

�l
	− fk

0g1�m,T,�l,k,T,p,q�

+ �
a=0

�

�
b=0

2a−1

fa,b�kT�g2�m,T,�l,k,T,a,b,p,q�
 �23�

However, since qp,q�mT� is evaluated as a summation over 1�k
�m−1, Eqs. �22� reduce to
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g1�m,T,�l,k,T,b,p� =
�p�−1/2

�l
e1�− �l,k,T�

g2�m,T,�l,k,T,a,b,p,q� =
�p�−1/2

�l
e2�− �l,k,T,a,b�e2��l,m,T,p,q�

�24�

Thus

qp,q�mT� = − �
k=1

m−1

�
l=1

2N

�p�−1/2Vl�V−1B�l

�l
2 	fk

0e1�− �l,k,T�

− �
a=0

�

�
b=0

2a−1

fa,b�kT�e2�− �l,k,T,a,b�e2��l,m,T,p,q�

�25�

The response of the system at the next time step can be obtained
by replacing mT with �m+1�T. Evaluating the difference between
time steps as qp,q��m+1�T�−qp,q�mT� gives

qp,q��m + 1�T� − qp,q�mT� = − �
l=1

2N
Vl�V−1B�l

�l
2 �p�−1/2	�fm

0 e1�− �l,m,T� − fm−1
0 e1�− �l,�m − 1�,T�� − �

a=0

�

�
b=0

2a−1

�fa,b�mT�


e2�− �l,k,T,a,b�e2��l,m,T,p,q� − fa,b��m − 1�,T�e2�− �l,k,T,a,b�e2��l,�m − 1�T,p,q��
 �26�

Equation �26� contains two main terms. The first, involving fm
0 and

fm−1
0 , describes a change in the average value of the forcing be-

tween two periods. For a periodic signal fm−1
0 = fm

0 = f0
0, where f0

0

represents the constant force acting on the system. The second
term, involving fa,b�mT� and fa,b��m−1�T�, corresponds to forcing
by a wavelet at a given dilation and translation. Since Eq. �26�
represents sampled time signal data, it can be converted into the
Z-transform domain. Using the standard notation

qp,q�mT� → Qp,q�z�

fa,b�mT� → Fa,b�z� �27�
after some work, Eq. �26� yields

Qp,q�z� = Gp,q
0 f0

0 − �
a=0

�

�
b=0

2a−1

Gp,q,a,b�z�Fa,b�z� �28�

Here

Gp,q,a,b�z� = �
l=1

2N
�p,q,a,be−2�lTVl�V−1B�l

�l
2 � z − 1

z − e2�lT
� �29�

�p,q,a,b = �p�−1/2�2e2a−2−b/2
− e2a−2−b

− e2a
�


 �2e−2p+2−q/2
− e−2p+2−q

− e−2p
� �30�

and for periodic forcing

Gp,q
0 = �

l=1

2N

�p�−1/2Vl�V−1B�l

�l
2 �31�

5 Discrete Control
Controller design is to be based on a control force evaluated

from single or multiple wavelet coefficients. Assuming that an
orthogonal wavelet �e.g., Haar� is used to decompose the mea-
sured signals and reconstruct the control signal, each control
wavelet coefficient can be evaluated using a different set of con-
trol parameters. The closed loop response of a given wavelet co-
efficient can be evaluated by replacing Fa,b�z� by Fa,b�z�
+BuUa,b�z� in Eq. �28�. The control force wavelet coefficients,
Up,q�z�, are now specified by

Up,q�z� = − Lp,q�z�Qp,q
�m��z� �32�

where Lp,q�z� represents the controller operating on wavelet coef-
ficients at level p. The matrix Bm is used to extract the measure-
ment states from the system state vector as Qp,q

�m��z�=BmQp,q�z�.
The closed loop response of the system satisfies

�I − Gp,q,p,q�z�BuLp,q�z��Qp,q
�m��z�

= Gp,q
0 f0

0 − �
a=0

�

�
b=0

2a−1

Gp,q,a,b�z�Fa,b�z� �33�

The controller objective is to minimize the transient response of
the measured states at a given level of wavelet decomposition, p.
The controller is also required to provide optimal steady state
performance. In order to achieve this the controller is designed
around a desired closed loop transient response due to a step
change in the wavelet coefficients of an input disturbance:

Step input: Fp,q�z� =
1

z − 1
Bu

Desired output: Qp,q
�m��z� = �p,q�z�Gp,q,p,q�z�Bu �34�

The least squares solution of Eq. �33� for a controller with the
specified transient response of Eq. �34� is

Lp,q�z� = �Gp,q,p,q�z�Bu�*	 1

�p,q�z��z − 1�
− 1
 �35�

where * denotes the pseudo-matrix inverse.
It is noted that closed loop instability could result from the

application of the controller specified in Eq. �35�, for example,
due to residuals arising from the least squares solution. An assess-
ment of closed loop stability could be made at this stage if a
system modeling approach is adopted. A controller could also be
derived from a model based on system identification and assessed
using on-line testing to determine acceptable operating bound-
aries. The latter approach overcomes certain issues relating to
modeling uncertainty and for this reason is selected for this paper.
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6 Variations of Transient Response Characteristic
The control action is dictated by the specified transient response

characteristic. Exponential decay of the wavelet coefficients can
be achieved by setting �p,q�z� to

�p,q�z� =
wp,q

z − vp,q
�36�

where 0�wp,q	1 and 0�vp,q	1. However, any other decay
characteristic can also be specified. Expressing the desired tran-
sient response characteristic as a series

�p,q�z� = �
k=1

�
ck

zk �37�

then ck is the desired transient response after the kth time step.

7 System Identification for Controller Design
From Eq. �28�, the transient response of the system is deter-

mined by knowledge of Gp,q,a,b�z�. In principle, Eq. �29� may be
evaluated from system modeling. However, this may lead to un-
certainties due to discretization errors. An alternative method is to
identify Gp,q,a,b�z� using direct measurement. The rotor response
due to a step input in the wavelet coefficients at a level a, applied
through the magnetic bearings, can be measured. Gain matrices,
Ap,q,a,b

�k� , can then be identified to represent the transfer function of
the system at a given time step and level p:

Gp,q,a,b�z� = �
k=1

�
Ap,q,a,b

�k�

zk �38�

The pseudo-inverse transfer function can then be expressed as

�Gp,q,a,b�z�Bu�* = �
k=1

�
Bp,q,a,b

�k�

zk �39�

where the Bp,q,a,b
�k� are derived from sets of linear equations.

8 Experimental Validation

8.1 Flexible Rotor/Active Magnetic Bearing Facility. Con-
troller performance was evaluated experimentally on a flexible
rotor/active magnetic bearing facility �Fig. 2�. The rotor consists
of a 2 m long shaft of mass 50 kg upon which four moveable
10 kg disks are positioned. The shaft and disks are 50 mm and
250 mm in diameter, respectively. The rotor is supported by two

radial active magnetic bearings. Each eight-pole magnetic bearing
is capable of providing radial forces of 1700 N before rolloff oc-
curs at 100 Hz. These form two orthogonal opposing coil pairs
and are positioned at ±45 deg to the vertical to maximize static
load. Auxiliary rolling element bearings are positioned inside the
magnetic bearings to prevent rotor contact with the lamination
stacks. Rotor displacements are measured using eight eddy current
transducers arranged in four orthogonal pairs and positioned at
±45 deg to the vertical. Initial rotor control is achieved using
proportional-integral-derivative �PID� control with the four trans-
ducers local to the magnetic bearings. The PID controller was
designed to provide sufficient control forces to ensure rotor sta-
bility. The wavelet coefficient controller was configured with a
parallel feedback structure �Fig. 1�.

8.2 Experimental Procedure and Results. The experimen-
tally derived parameters to be presented are specified in Table 1.
The system was identified from measurement of the wavelet co-
efficients with a pseudo-frequency matching the rotational fre-
quency. Control wavelet coefficients were set at the same level
such that a= p=1. Figure 3�a� shows the measured response at
sensor 1 due to a step wavelet disturbance applied through control
axis 1. The inverse transfer function has been identified and trun-
cated after 10 and 5 time steps �Figs. 3�b� and 3�c��. The fifth-
order version was selected to allow for real time controller imple-
mentation. The controller evaluation time required there to be a
three cycle delay in control action.

Variation of the parameters w1,1 and v1,1 was used to create
controllers with different target transient responses. From obser-
vations of the rotor displacements, controllers were classified un-

Fig. 2 Experimental flexible rotor/ active magnetic bearing fa-
cility. Sensors measuring displacement relative to base motion
are shown as 1-8. Experimental mass loss plane is also shown.

Table 1 Measurement parameter terminology

Parameter Description

x�i� Displacement measured by sensor i
x1,1

�i� Wavelet coefficient �p=1, q=1�
of displacement measured by sensor i

u�j� Magnetic bearing force in the jth control axis
u1,1

�j� Wavelet coefficient �p=1, q=1�
of force in the jth control axis

b�k� Element �1,1� of matrix B1,1,1,1
�k� �see Eq. �39��

Fig. 3 System identification at sensor 1 due to wavelet har-
monic forcing in control axis 1 at rotational speed of 11 Hz: „a…
measured synchronous harmonic wavelet coefficients; „b…
tenth-order inverse transfer function; and „c… fifth-order inverse
transfer function.
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acceptable if the vibration exceeded a specified limit of 0.5 mm in
any control plane. A systematic experimental search of the stabil-
ity limit yielded the boundary shown in Fig. 4 for a controller
designed to operate at 11 Hz. The same procedure was used to
identify a limit on the maximum linear decay rate per time step for
controllers operating at 11 Hz. This was found to be 0.3 per time
step.

Mass-loss experiments were performed at the nondriven end
disk �Fig. 2� at the first two critical speeds: 11 Hz and 18 Hz.
Mass loss was initiated by a blade mechanism using a tied on
mass from an initial indeterminate state of unbalance. The effec-
tive unbalance loss was 430 g cm. The wavelet coefficient con-
troller was configured to give an exponential decay as prescribed
by Eq. �36� where w1,1=0.7 and v1,1=0.7. Figure 5 shows the
mass-loss response of the rotor at a rotational frequency of 11 Hz
at the nondriven end disk and at the driven end active magnetic
bearing for uncontrolled and controlled cases. The corresponding
wavelet coefficients are presented at each sampled step for the
controlled case. The controller is shown to suppress the transient
responses within a finite settling time. Figure 6 shows both the
wavelet control force and the total control force at each magnetic
bearing. The mass loss response at a rotational frequency of 18 Hz
is presented in Fig. 7 for w1,1=v1,1=0.7. Variation of the pre-
scribed transient response is shown in Fig. 8 for w1,1=v1,1=0.5

�faster exponential decay�, w1,1=v1,1=0.9 �slower exponential de-
cay�, and a linear decay rate of 0.2 per time step. These results
demonstrate how the transient rotor response can be directly in-
fluenced by the selected target setting of Eq. �34�. Moreover, the
wavelet coefficient variations provide strong correlations to the
boundary envelopes of the directly measured rotor vibratory sig-
nals. The potential for transient control in the wavelet coefficient
domain has thus been shown to be highly positive.

Limitations in the level of possible transient control relate to
stability issues in the closed loop, which are caused primarily by
the control evaluation delays. For ultra high speed rotors, proces-
sor limitations could result in increased delays and hence degrade
closed loop stability. Measurement noise could also contribute to
reduced controller performance and stability margins. However,
the on-line testing procedure presented could, in principle, be used
to determine a more conservative acceptable performance diagram
for the controller.

9 Conclusions
A novel method of transient rotor/ active magnetic bearing con-

trol using sampled wavelet harmonics has been proposed. Control

Fig. 4 Acceptable performance diagram for a prescribed tran-
sient exponential decay at a rotational speed of 11 Hz

Fig. 5 Measured mass loss response at the nondriven end
and driven end AMB at a rotational speed of 11 Hz: „a…,„b… show
uncontrolled response and „c…,„d… show controlled response.
Wavelet coefficients are shown in „e…,„f….

Fig. 6 „a… and „b… show the wavelet control forces at nondriven
end and driven end active magnetic bearing at a rotational
speed of 11 Hz; and „c… and „d… show the total control force

Fig. 7 Measured mass loss response at the nondriven end
and driven end AMB at a rotational speed of 18 Hz: „a…,„b… show
uncontrolled response and „c…,„d… show controlled response.
Wavelet coefficients are shown in „e…,„f….
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currents were formulated in the wavelet coefficient domain in or-
der to attenuate the measured transient rotor vibration. The wave-
let based controller was designed from a target transient response
due to step changes in wavelet coefficients of input disturbances.
Transient system dynamics were embedded in the controller and
derived from on-line system identification.

Experimental validation was performed on a flexible rotor/ ac-
tive magnetic bearing facility. Mass loss experiments were under-
taken at the first two critical rotor speeds. The controller sup-
pressed the transient responses within a finite settling time.
Variation of the prescribed transient responses are shown to allow
shaping of the rotor vibratory signals. Stability criteria for linear
and exponentially decaying wavelet controllers are identified. This
method offers potential for an improved control strategy utilizing
multiple wavelet levels. Optimizing the computational efficiency
to minimize control evaluation delays would improve stability
margins and performance.
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Experimental Investigation of
Flow Phenomena of a Single Fuel
Jet in Cross-Flow During Highly
Preheated Air Combustion
Conditions
Particle image velocimetry and a spectroscopy technique has been used to obtain infor-
mation on the flow dynamics and flame thermal signatures of a fuel jet injected into a
cross-flow of normal temperature and very high-temperature combustion air. Flame fluc-
tuations were obtained using a high-speed camera and then performing fast Fourier
transform on the signal. High-temperature air combustion has been demonstrated to
provide significant energy savings, higher heat flux, and reduction of pollution and equip-
ment size of industrial furnaces. The dynamics of flow associated with high temperature
combustion air conditions (for mean velocity, axial strain rate and vorticity) has been
obtained in two-dimensional using propane and methane as the fuels. The data have been
compared with normal temperature combustion air case, including the nonburning case.
A specially designed experimental test furnace facility was used to provide well-
controlled conditions and allowed air preheats to 1100°C using regenerative burners.
Four different experimental cases have been examined. The momentum flux ratio between
the burning and nonburning conditions was kept constant to provide comparison between
cases. The results provide the role of high-temperature combustion air on the dynamics of
the flow, turbulence, and mixing under nonburning and combustion conditions. The data
provide the direct role of combustion on flow dynamics, turbulence, and flame fluctua-
tions. High-temperature combustion air at low-oxygen concentration showed larger flame
volume with less fluctuation than normal or high-temperature normal air cases. High-
temperature combustion air technology prolongs mixing in the combustion zone to en-
hance the flame volume, reduce flame fluctuations, and to provide uniform flow and
thermal characteristics. This information assists in model validation and model develop-
ment for new applications and technology development using high-temperature air com-
bustion principles. �DOI: 10.1115/1.2436558�

Keywords: high temperature air combustion, flow dynamics, energy conservation, pollu-
tion reduction

Introduction

During the past decade the use of highly preheated and oxygen
deficient combustion air as the oxidizer using regenerative com-
bustion systems has grown strong interest for industrial and power
systems. This combustion method offers significant energy sav-
ings �up to about 60%�, reduced emissions of NOx, CO2 to the
environment �about 30%�, reduced size of the equipment for same
process throughput �about 25%�, and enhanced and uniform ther-
mal field in the combustion zone �1–3�. Far more uniform thermal
field and higher and uniform heat flux distribution in the combus-
tion zone helps to achieve better quality of product from the ther-
mal process. The method has been shown to provide wider adop-
tion in the industrial furnaces due to demonstrated evidence of
significant energy savings and reduced pollution in a range of
industrial furnaces �2,3�.

One of the distinctive features of high-temperature air combus-
tion �HiTAC� is the noticeable change in flame properties as the

air-preheat temperature increases and oxygen concentration in the
combustion air decreases �1,3�. As reported by many different
researchers, one of the main characteristics is the increase in the
flame volume with high-temperature combustion air. Gupta �1�
reported an increase in the flame size and volume with increase in
temperature and decrease in oxygen concentration of the combus-
tion air. These results have also been reported by several other
authors, e.g., experimental observations by Blasiak et al. �4� and
numerical investigations by Yang and Blasiak �5�. Mortberg et al.
�6� studied flow dynamics of fuel jets under high-temperature con-
ditions for low calorific value fuels and normal gaseous fuels and
noted significant differences of the jet behavior under high-
temperature conditions for the different fuels examined and a
strong influence of the temperature and oxygen concentration.
Fuel chemical properties have significant influence on the flow
and combustion characteristics under HiTAC conditions �7�.

Under high-temperature and low-oxygen concentration of the
combustion air a green color flame has been produced with hy-
drocarbon fuels. This green color flame has not been observed
with hydrocarbon fuels using normal combustion air. Other flame
colors have also been observed using other types of oxidative
environments. This change of flame color provides capability to
alter and control flame signatures and heat flux distribution in the
combustion zone. Hasegawa et al. �2� and Tsuji et al. �3� studied
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the flame thermal characteristics of a basic flame and measured
considerably lower temperature gradients for flames with increas-
ing preheat temperature and decreasing O2 concentration of the
oxidizer in a small-scale test stand, which suggested significantly
different flame properties under HiTAC conditions as compared to
normal temperature air case. The flame volume was significantly
enhanced to fill the entire combustion chamber volume with much
higher heat flux as compared to the normal combustion air case
�2,3�. In some cases the flame was observed to be colorless �1�
and this mode of combustion is now referred to as flameless oxi-
dation �3,6�. To date no data have been reported on the flow dy-
namics associated with high-temperature air combustion condi-
tions. This is because the technology is relatively new and the
diagnostics used to examine the flowfield in combustion has only
recently been developed �8�. Laser velocimetry can be used but it
is very time consuming and the data obtained are time mean in
property so that it is not easy to determine the higher order of
turbulence that is required for newer models to validate high-
temperature air combustion conditions.

The jet in cross-flow is an important flow configuration and has
many different industrial applications due to very fast mixing be-
tween the reactants. It has been shown in the case of combustion
that a jet in cross-flow provides an efficient mixing and combus-
tion as compared to coflow jets. In combustion a fuel jet injected
into a cross-flow results in complex fluid dynamic phenomena due
to the complex interaction between the fuel jet and cross-flow.

The particle image velocimetry �PIV� diagnostics provides de-
tailed information on the entire flow field quickly as compared to
other laser diagnostic methods. Until recently it was not possible
to use PIV diagnostics in combustion studies due to high back-
ground radiation from flame which provided poor quality of the
images. The use of narrow band filters placed in front of the
cameras or seeding the flow with fluorescence particles to elimi-
nate the background radiation provided unacceptable results.
Gupta et al. �8� recently developed the technique so that flow field
measurements can be successfully obtained in flames with high
background radiation.

The jet in cross-flow is an important flow configuration and has
many different industrial applications due to very fast mixing be-
tween the reactants. For the case of combustion, it has been shown
that a jet in cross-flow provides an efficient mixing and combus-
tion as compared to co-flow jets. However, during combustion a
fuel jet injected into a cross-flow results in complex fluid dynamic
phenomena due to the complex interaction between the fuel jet
and cross-flow.

A number of different studies on jets in cross-flow have been
carried out by several different researchers �9,10�. Donghee and
Mungal �11� investigated flow fields and the distribution of CH in
flames using co-flow and cross-flow jet arrangement. Stabilization
mechanism of jet diffusion flames is given in Ref. �12�.

The normal practice has been to use the information for the
normal combustion case when calculating the flow dynamics as-
sociated with combustion using high-temperature air �5�. In the
present study the effect of various gas jets on the flow, mixing,
and thermal characteristics has been obtained in a jet in cross-flow
arrangement. A basic understanding of the complex flow phenom-
ena associated with the HiTAC conditions results in a better foun-
dation for further development of the technique. These experi-
ments also help to validate and develop the model of combustion
for such technologically important conditions for which no such
data exists in the literature. The data help to further control the
more desired features of the flame and to assist in wider applica-
tions than the existing applications to furnaces and low-grade
fuels.

In this paper we report results from an experimental investiga-
tion on the flow field associated with the nonburning and burning
fuel jet in a cross-flow of combustion air �at normal and high
temperature� using methane and propane as the fuels. Propane and
methane are among the two most important gaseous fuels used in

industries in Europe and the USA, The combustion air used is at
very high temperature, in excess of 1173 K, and simulates the
conditions present in HiTAC conditions for furnaces and other
applications using high-temperature air combustion principles.
Thermal behavior of the flames is also reported.

Experimental Facility and Investigative Methodology
A schematic diagram of the high temperature air combustion

test facility used in the experimental investigation is shown in Fig.
1. The facility consists of two burners, firing in two different
furnace Sections A and B of the facility. The furnace sections are
equipped with ceramic honeycomb regenerators for thermal stor-
age of the heat before the exhaust gases are vented to the envi-
ronment. Thus almost all the thermal energy is extracted from the
exhaust gases before their discharge to the atmosphere.

The facility generates a continuous flow of highly preheated �in
excess of 1200 K� air in the test section by passing the air �of any
composition� through ceramic honeycombs. The air at ambient
temperature is preheated during its passage through the thermal
storage honeycomb bed. The ceramic honeycombs are heated by
alternate firing of the burner in left and right section of the test
facility. The temperature of the preheated air in the test section
can be selected in the range between 1073 K and 1373 K. A fuel
jet is introduced in the test section normal to the preheated airflow,
via a nozzle of 1 mm in diameter, to form a jet in cross-flow. The
temperature of the fuel jet was 298 K while that for the combus-
tion air in the cross flow was either 298 K or 1173 K. The jet in
cross-flow allowed easy control of the fuel temperature to room
temperature. The dimensions of the test section were 200 mm
�260 mm �in the X and Y directions, respectively�. The test sec-
tion was equipped with quartz glass windows to allow optical
observation of the flame. The oxygen concentration and gas tem-
perature were measured shortly before the flow entered the test
section. The flow rate of the cross-flow was also monitored. Gupta
�1� provides detailed information on the facility.

A two-dimensional �2D� PIV system was used to determine the
flow dynamics associated with the combustion of commercial
grade propane at different air preheat temperatures and oxygen
concentration in the combustion air. A control module was used to
operate the camera for image acquisition. A Solo PIV Nd: YAG
laser was used as the light source for illuminating the test section.
Gupta et al. �8� provide details on the development of the system
used in combustion studies that may also have high background
flame radiation or flame luminosity. A charge-coupled device
�CCD� camera with an active pixel array of 1360�1024 was
used. The camera was equipped with mechanical shutters and a
narrow band-pass filter �0.87 nm� at center wavelength of 532 nm
to allow maximum signal transmission and minimum background

Fig. 1 A schematic diagram of the experimental high-
temperature air combustion test facility
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radiation. This alleviated entrance of stray flame radiation onto the
camera detector to provide very high signal to noise ratio.

In order to trace motion of the flow, submicron sized, hollow
glass spheres �glass microballoons� were introduced into the air-
flow using a fluidized bed. The glass spheres seeded to the flow
were so chosen to allow for their thermal characteristics and their
ability to follow the fluid motion at several hundred Hz of fre-
quency fluctuations. The dispersion of small size glass spheres
uniformly into the flow is a challenge so that care must be exer-
cised to seed the tracer particles via a fluidized bed into the flow.
The fuel jet was not seeded with any submicron size tracer par-
ticles due to the very small size �1 mm� of the fuel jet orifice. This
precluded information on the very near region immediately down-
stream of the fuel jet exit since no particles are present in the fuel
jet and no particles are entrained from the seeded air flow. How-
ever, immediately downstream jet features could be captured.

A thin laser sheet beam was used to illuminate the seeded par-
ticles in the flow. In the investigated area the laser sheet thickness
was 2 mm. The laser sheet thickness also add some generic error
to the PIV results in the near region of the fuel jet orifice, as the
fuel jet initially is of 1 mm diameter, and the thickness of the laser
sheet was 2 mm. In the experiments the laser frequency was set at
5 Hz, which was also synchronized with the camera frequency to
alleviate background radiation from flame. The particles present in
the flow scattered the incident laser sheet light. The camera,
placed normal to the laser sheet beam, was used to detect the
image of the particles in the flow. Two images acquired were the
first initial position of the submicron size seeded particle and sec-
ond image position of the particle after a known time interval. The
measured area in the test section was 114.0�90.0 mm �X*Y�
�Fig. 1�. When a large number of image pairs had been acquired,
the images were processed with software in order to determine the
mean motion of the flow field as well as the associated turbulence
characteristics. Data acquisitions were conducted from an average
of 400 image pairs of the flow field, from which mean and turbu-
lence characteristics of the flow were determined.

Optical spectroscopy technique was used to determine the flame
thermal signatures including flame fluctuations.

The measurements were carried out under both nonburning and
burning conditions using normal air and HiTAC conditions �hav-
ing high-temperature and low-oxygen concentration combustion
air�. The measurements were performed with several gas jet flows.
The momentum flux ratio between the gas jet and cross-flow was
maintained constant when examining different gaseous fuel jets
and cross-flows, thus providing similarity in mixing between the
fuel and air for different test conditions. The operating and experi-
mental conditions are summarized in Table 1.

Results and Discussion
Data for a large number of different configurations were col-

lected, although only a limited number of results are presented
here. The collected data provide important insight on the flow
dynamics, turbulence, and strain rates associated with the jet in
cross-flow under high-temperature air combustion conditions.
This type of data provides critical information on the dynamics of
the flow and mixing associated with the flow under nonburning
and burning conditions. The data also aid in computer model vali-
dation and model development as the conventional models have
provided a lack of accurate flow and combustion prediction of the
HiTAC flow behavior �5�. Validation of the flow model without
the presence of complex chemistry represents an important step
for such flows. In the present study the gas jet was quantified by:
�a� the jet Reynolds number and �b� the momentum ratio between
the fuel jet flow and cross-flow.

The intent of the collected data is to provide an understanding
of the complex flowfield associated with high-temperature com-
bustion air conditions. The data can also be used to compare re-
sults from numerical simulations, thus aiding in model validation
and model development. The Reynolds number was varied here
between 1400 and 4500. The momentum ratio, pr, between the jet
and cross-flow was calculated from

pr =
pf

pc
=

� j · U0
2

�c · V0
2 �1�

where U0 and V0 represent the fuel jet velocity and cross-flow
velocity, respectively. This momentum ratio is of prime impor-
tance for characterizing the jet in cross-flow. In addition, velocity
ratio between the gas jet and cross-flow is also important. The
velocity ratio, �, or also denoted as Patrick number was calculated
as

�2 =
�c

� j
·

V0
2

U0
2 �2�

From the acquired data for a number of different cases, mean and
turbulence characteristics, as well as the vorticity and axial strain
were calculated. The vorticity is defined as the curl of the velocity
vector

�z = � � u =
1

2
�du

dy
−

dv
dx
� �3�

And the axial strain in the direction of the combustion air flow is
given by

Table 1 The experimental test matrix

Oxidizer
preheat
temperature Fuel jet

Fuel jet
flowrate

�L/h�

Fuel jet
velocity,

U0
�m/s�

Air cross
flow

flowrate
�m3/h�

N2 cross
flow

flowrate
�m3/h�

Oxygen
concentration

�%�

Cross flow
velocity,

V0
�m/s�

Momentum
flux ratio,

r2

Patrick
number,

�2

298
Nonburning

C3H8
42 14.9 16.0 0.0 21.0 0.9 392 0.0026

298
Burning

C3H8
42 14.9 16.0 0.0 21.0 0.9 392 0.0026

1173
Burning

C3H8
25 8.8 3.8 12.2 5.0 0.9 392 0.0025

298
Nonburning

CH4
70 24.8 16.0 0.0 21.0 0.9 409 0.0025

298
Burning

CH4
70 24.8 16.0 0.0 21.0 0.9 409 0.0025

1173
burning

CH4
42 14.9 3.8 12.2 5.0 0.9 416 0.0024
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Sy =
dv
dy

�4�

The flow field results for the nonburning and burning cases
using propane and methane as the fuels are shown in Figs. 2–7.
The vector length provides information on the total velocity in the
plots �i.e., the resultant velocity component of axial and radial
velocity�. The direction of the vector gives information on direc-
tion of the flow field. The gray scale coded information in the bar
above the flow field image gives information on the velocity mag-
nitude of the particular component.

The most common sources of error in the PIV results that
should be considered are particle lag and image-processing errors.
The sampling frequency for the PIV system was 5 Hz and the
camera was able to expose two consecutive images within 5 �s.
The most common sources of error in the PIV results that should
be considered can be divided into the generic error originating
from the experiment itself, such as, particle lag and image-
processing errors. The sampling frequency for the PIV system was
5 Hz and the camera was able to expose two consecutive images
within 5 �s. PIV methods measure the Lagrangian velocities of
the particles, and therefore are based upon the assumption that the

particles follow the surrounding fluid motion. The use of hollow
glass microspheres allowed particles to follow much higher fre-
quency fluctuations than its solid spheres counterpart. The mean
diameter of the hollow glass spheres was 5 �m. Since the glass
spheres have some inertia in the motion when they are following
the fluid flow, some error might appear due to particle lag. This
error must be considered. According to the analysis of Raffel et al.
�13� the relaxation time, or particle lag of a particle to a step
change in the fluid velocity, is given as

�S = dp
2 �p

18 · �
�5�

The relaxation time is calculated to be approximately 0.15 �s
assuming a particle size dp of 5 �m, a particle density �p of
2500 kg/m3, and temperature of the flame about 1500 K, and
allowing � to be the kinematic viscosity of the fluid. This is of the
same magnitude as the smallest time scale of the jet, which should
be estimated by � /UJ0 where � is the Kolmogorov scale, defined
by

Fig. 2 Average velocity, normalized by jet exit velocity at „a…: 298 K, 21%O2 combustion air, nonburning, fuel
jet=42.0 L/h C3H8 „left diagram…; and „b… 298 K, 21%O2 combustion air, burning fuel jet=42.0 L/h C3H8 „right
diagram…

Fig. 3 Average velocity normalized by jet exit velocity at: „a… 298 K, 21%O2 combustion air, nonburning, fuel
jet=70.0 L/h CH4 „left diagram…; and „b… 298 K, 21%O2 combustion air, burning, fuel jet=70.0 L/h CH4 „right
diagram…
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� = � �3 · 	

UJ0
3 �1/4

�6�

where UJ,0 is the centerline velocity near the nozzle. This gives
the smallest time scale of the jet, � /UJ0 of about 0.3 �s. How-
ever, the smallest characteristic time scale of the experimental
system used was 0.6 �s. This was obtained from 	r /UJ0, where 	r
is the spatial resolution of the experimental system �	r

�1.1 mm�. Therefore, the error from the particle lag is not sig-
nificant for the current experimental conditions.

Not considered in the error estimation is the fact that the sur-
face of the particles can terminate or initiate reactions and induce
additional radiative loss from the flame, which has not been ac-
counted for.

Figures 2 and 3, show the mean flow velocity and direction for
the nonburning and burning cases using propane and methane as
the fuel at 21% oxygen concentration in air. The fuel jet causes
strong impingement into the cross-flow for high-temperature air
case with the same momentum between nonburning and burning
cases. For the normal air temperature case the jet deflects gradu-
ally into the cross-flow with a smoother trajectory. However, for
the high-temperature case the jet has a much larger velocity dis-

tribution in a small well-defined region, before its deflection. The
more well-defined region of higher velocity indicates a reduced
dissipation rate of the fuel jet momentum. This suggests greater
dependency of the combustion air temperature and properties on
the jet mixing and to provide a large influence on the scale of the
impingement of the jet, which depends on the physical properties
of the fluids. The properties of the fluids change with the pre-
heated temperature, thus the momentum flux ratio was kept con-
stant where the influence of the changed parameters could easily
be distinguished. Further downstream the velocity distribution is
smaller where most of the combustion occurs. The results showed
that combustion decreases the degree of turbulence in the region
where the jet deflects into the cross-flow. Overall the turbulence
levels for the high-temperature case are low compared to the nor-
mal air case. These results shows the high-temperature air com-
bustion results in a less turbulent mixing, which depends on the
longer mixing times required for complete combustion due to the
low-oxygen concentration of the cross-flow. A very small local
region of higher turbulence can be seen in the zone of high vor-
ticity and axial strain. This region provides local mixing of the

Fig. 4 Average velocity normalized by jet exit velocity at: „a… 1173 K, 5%O2 combustion air, burning, fuel jet
=25.0 L/h C3H8 „left diagram…; and „b… 1173 K, 5%O2 combustion air, burning, fuel jet=42.0 L/h CH4 „right
diagram…

Fig. 5 Average velocity normalized by jet exit velocity at: „a… 1173 K, 5%O2 combustion air, burning, fuel jet
=25.0 L/h C3H8 „left diagram…; and „b… 1173 K, 5%O2 combustion air, burning, fuel jet=42.0 L/h CH4 „right
diagram…
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fuel jet with the cross-flow. This information provides a direct role
of combustion on the flow dynamics associated with normal and
high-temperature combustion air conditions.

The corresponding mean velocity with propane and methane as
the fuel for the normal and high air preheats temperature case is
shown in Figs. 4 and 5. Similar dependency can be seen for the
methane jet case, but not as pronounced as for the propane jet
case. Furthermore, it also indicates the dependency of the fuel jet
properties, such as the fuel jet density. The average velocity plots
for the propane and methane case, respectively, show an increase
of jet spread for the high-temperature air conditions. The greater
spreading of the jet with high-temperature conditions is more pro-
nounced and noticeable with propane as the fuel than for the low-
temperature case. This indicates a delayed mixing for the high-
temperature case. This also explains the longer flame length and
larger flame volume observed with high-temperature air cases.
Other experiments �15–17� show an increased ignition delay time
with reduced oxygen concentration, and a reduced ignition delay
time with increasing preheat temperature of the oxidizer.

The axial strain rate, given in Eq. �4� is plotted in Figs. 6 and 7
for the propane fuel jet case and in Figs. 8 and 9 for the methane
fuel jet case at 21% oxygen concentration in air. The axial strain

rate can be explained as acceleration or deceleration of the flow in
the axial direction. This indicates that the zones of positive axial
strain have a somewhat higher local pressure, and the zones with
negative axial strain indicate zones of lower local pressure, which
also suggests that when there are larger differences in the axial
strain above and below the entraining jet, it will rapidly deflect
into the cross-flow. The figures reveal a much larger and a more
well-defined zones of both positive and negative axial strain be-
low and above the jet trajectory, respectively, for the high-
temperature air cases. In contrast the radial strain case was found
to be lower for the high-temperature than the normal temperature
case. This then suggests delayed mixing for the high-temperature
case in the main flow domain. One can also notice that for the
case of normal air temperature the axial strain levels are lower, but
the regions are somewhat larger in size. This implies stronger
entrainment of the air to provide enhanced mixing of the jet for
the normal air case. Larger flame volume results from the in-
creased penetration of the fuel jet into the air flow with higher
radial strain rates to cause expansion of the fuel jet over a larger
volume. This then explains why one obtains a larger flame volume
with high-temperature air combustion process.

The above observations are also confirmed from the stronger

Fig. 6 Axial strain rate distribution normalized by jet exit velocity at: „a… 298 K, 21%O2 combustion air, nonburn-
ing, fuel jet=42.0 L/h C3H8 „left diagram…; and „b… 298 K, 21%O2 combustion air, burning fuel jet=42.0 L/h C3H8
„right diagram…

Fig. 7 Vorticity distribution normalized by jet exit velocity at: „a… 298 K, 21%O2 combustion air, nonburning, fuel
jet=42.0 L/h C3H8 „left diagram…; and „b… 298 K, 21%O2 combustion air, burning fuel jet=42.0 L/h C3H8 „right
diagram…
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vorticity observed for the normal temperature and high-
temperature air cases as shown in Figs. 7, 9, and 10 for the pro-
pane and methane fuel jet case. The figures reveals higher vortic-
ity for the high-temperature combustion case. They also show two
well-defined regions of vorticity that are in connection with the jet
trajectory. There is a region of negative rotation above the fuel jet
and a region of positive rotation under the fuel jet. These results
reveal that a larger region of mixing takes place around the pro-
pane fuel jet for the nonburning propane case as compared to the
high-temperature air case. The magnitude of the rotation is much
greater for the high-temperature air case, than for the normal air
cross-flow case. The entrainment can also be seen as the flows are
either accelerated or decelerated. A strong entrainment of the sur-
rounding fluid can be seen in the high-temperature combustion
case as compared to the normal jet case, which results in much
less entrainment. Also one can expect a larger rotation around the
fuel jet due to the vortex formation that results from the higher
velocity of the entraining fuel jet. The methane fuel jet case
showed trends similar to the propane case.

High-speed camera and fast Fourier transform �FFT� analysis
was used to examine the thermal characteristics of the propane
fuel jet using normal temperature, high temperature, and high-

temperature and low-oxygen concentration combustion air. This
provided information on the flame fluctuations. The definition of
flame fluctuations and the experimental procedure are described in
more detail in Ref. �14�. The results are shown in Fig. 11. Highest
flame fluctuations were found with the normal air case and the
least for high-temperature air combustion conditions �14�. These
results clearly show and support the findings using PIV diagnos-
tics, which showed delayed mixing and lower turbulence with
high-temperature air combustion conditions. They also show
lower fluctuations of the flame with high-temperature air combus-
tion conditions than normal air or the high-temperature case.

Conclusions
The flow field associated with the normal and high-temperature

air combustion has been acquired for the first time to provide
information on mean and rms flow velocity, vorticity, and strain
associated with the flow. A 2D PIV diagnostics and optical spec-
troscopy was used to determine the flow and thermal characteris-
tics of the flow in a jet in cross-flow arrangement under nonburn-
ing and burning conditions using propane and methane as the

Fig. 8 Axial strain rate distribution normalized by jet exit velocity at: „a… 298 K, 21%O2 combustion air, nonburn-
ing, fuel jet=70.0 L/h CH4 „left diagram…; and „b… 298 K, 21%O2 combustion air, burning, fuel jet=70.0 L/h CH4
„right diagram…

Fig. 9 Vorticity distribution normalized by jet exit velocity at: „a… 298 K, 21%O2 combustion air, nonburning, fuel
jet=70.0 L/h CH4 „left diagram…; and „b… 298 K, 21%O2 combustion air, burning, fuel jet=70.0 L/ CH4 „right
diagram…

562 / Vol. 129, APRIL 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



fuels. The temperature of the air was very high to simulate the
flow dynamic behavior of flames with high-temperature combus-
tion air conditions.

The fuel jet penetration and expansion was found to be stronger
for the high-temperature air combustion case. Furthermore, the
turbulence levels around the fuel jet were found to decrease with
the combustion. The results also suggest delayed mixing as com-
pared to the nonburning jet at normal temperature conditions. The
axial strain was higher for the high-temperature case and lower for
the normal-temperature case.

The flame fluctuations were found to be smaller in the flame
�occupied over a larger flame volume� with high-temperature air
combustion conditions than for the normals temperature case. The
data provide detailed insights into the flow characteristics and it is
expected that this detailed data will assist in model validation and
model development of high-temperature air combustion systems.
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Prediction of Sorbent
Performance in a Circulating
Fluidized Bed Boiler Based on
Petrographic Properties
A method for prediction of sorbent consumption is presented here and has been developed
based on plant operating data for a boiler in which several limestone and dolostone
products were tested under similar firing conditions. The method considers the charac-
teristic partitioning of calcium and sulfur between the flyash and bottom ash stream for
the boiler, the feed particle size distribution of the sorbent, and petrographic properties of
the sorbents. The predictions of sorbent usage were compared to plant operating data for
five sorbents, of two distinct petrographic types. The plant operating data used featured
full load operation. The five sorbents tested were all from Pennsylvania, and each con-
tained greater than 40 wt. % CaO. In four of the five cases, the predicted sorbent usage
was within 10 wt. % of the average full load sorbent usage by the boiler.
�DOI: 10.1115/1.2431388�

Introduction
Power plants equipped with circulating fluidized bed �CFB�

boilers commonly add limestone sorbents to the process for emis-
sions control. The required expenditure for purchasing sorbent in
the operation of a circulating fluidized bed boiler is often a sig-
nificant item in a plant’s operating budget. This requirement is a
function of sorbent usage by the boiler and the cost of the sorbent
delivered to the boiler. Although the latter may be readily esti-
mated, predicting the former is a challenge. The availability of
such a means would be of benefit for CFB power plants, which
have several available sources of sorbent, the goal being to mini-
mize plant compliance costs.

Research activities into the phenomena surrounding sorbent
performance in the CFB boiler process can be of significant value
in the commercial arena, if a means can be developed for predic-
tion of sorbent usage by a given plant. Ideally, this would be based
on fuel sulfur content and firing requirements, and one or more
analytical techniques commonly applied to limestone products.

Improved prediction of sorbent requirements can ensure mini-
mized compliance costs for CFB power plants, notably where
several competitive suppliers of sorbent are available. This im-
provement can also assist in minimizing risks associated with
CFB power projects under development, improving the accuracy
in predicting sorbent usage. This can ultimately improve the com-
petitiveness of the technology.

Based on analytical techniques applied to sorbents, as well as to
boiler test results, a method for the prediction of sorbent perfor-
mance has been developed and is presented here. This method is
based on the attrition behavior of the sorbent and predicted sulfa-
tion levels of the ash streams.

Background
The behavior of sorbent particles in the fluidized bed combus-

tion process is the subject of a significant body of literature. This
body includes laboratory studies of reaction kinetics involving

calcination �1� and sulfation �2�, the reduction of calcium sulfate
by reducing gases �3�, and the effects of particle size and sorbent
chemical characteristics �4,5�.

In spite of the large existent set of research results available,
correlations of sorbent analytical results with sorbent consumption
in commercial boiler operations have remained elusive �5�. Two
constraints have restricted the applicability of research results in
predicting sorbent performance:

1. The wide variety of sorbent properties, which may influence
sulfur capture performance,

2. The range of conditions encountered by sorbent particles in
the CFB boiler process, the limitations of plant data acqui-
sition systems in monitoring these conditions, and most no-
tably, how sorbent performance test data are interpreted with
respect to these limitations.

Among the suite of sorbent properties that have been examined,
the utility of sorbent petrographic analyses in predicting sorbent
attrition behavior has been demonstrated �6,7�. In turn, attrition
behavior has been linked to sorbent consumption in boiler tests
�8�, through analysis of calcium and sulfur partitioning between
the ash streams.

The current work quantifies sorbent requirements in terms of a
petrographically described grain size. Predicted sorbent require-
ment, based on this quantification is compared to boiler test data
using several sorbents.

Sorbent Grain Size and Attrition. Grain size is a characteris-
tic feature of a limestone product that is commonly described by a
petrographic analysis. Petrographic analyses were carried out as
part of the previously mentioned sorbent test program. Based on
these analyses, the sorbents were classified by the scheme of �9�.
Previously published �5� boiler tests with sorbents in two distinct
petrographic categories are relevant here:

1. Sorbents that were classified as micrites, with a characteris-
tic grain size in the 4 �m range. These will be referred to as
micritic sorbents.

2. Sorbents that could not be classified according to the Folk
scheme �5�, and exhibited a sparry grain size, in the range of
30 �m. These will be referred to as sparry sorbents.
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Sorbents in these two categories have been found to exhibit
differences in attrition behavior in both boiler operation and labo-
ratory test systems �6,8�. Sparry sorbents in both systems were
found to exhibit significantly more attrition than micritic sorbents.

Calcium Material Balances and Measurement of Sorbent
Attrition. CFB boiler system typically classifies solids into two
ash streams: flyash and bottom ash. This classification can be
described using a partition curve, as seen in Fig. 1. The partition
function, which is described by the curve, relates to the particle
size distribution of the composite ash flow from the boiler as
follows:

Fba = �
x=1

nx

kd�x�Mca,xFca �1�

The composite ash flow in terms of the flyash and bottom ash
flows is

Fba + Ffa = Fca �2�
The measurement of individual ash stream flow rates, as well as
the particle size distribution of each ash stream, allows for the
reconstitution of a composite ash flow rate, as seen in Eq. �2�.
Comparisons of the bottom ash and composite ash flow rates for
each particle size interval then allows for the development of the
partition function, kd�x�. The direct measurement of the ash stream
flow rates is generally difficult in a commercial CFB boiler. An
expedient method for calculating these flow rates, from solids
input rates and the solution of simultaneous material balances, is
provided elsewhere �7�.

Sorbent attrition may be described in several ways. Here, the
primary interest is the partitioning of sorbent particles to the ash
streams, which will be affected by: �i� the partition function of the
boiler, �ii� the particle size distribution of the as-fed sorbent, and
�iii� the fraction of sorbent, initially coarse enough to be removed
with the bottom ash that is removed with the flyash. The third item
is a measure of sorbent attrition that can be gleaned directly from
a calcium material balance and will be referred to here as the
attrition coefficient. It is defined as the mass of calcium in the
sorbent that is initially coarse enough to report to the bottom ash
stream but is removed with the flyash stream. The attrition coef-
ficient for species i can be described as follows:

Ki,a = 1 − �Mi,ba

Mi,kd
� �3�

For a perfect separation of solids into the two ash streams, a single
limiting size could be considered to define MI,kd, such as a clas-
sification cut size �i.e., the point where kd�x� is 0.5�. All feed
solids coarser than this size could be considered as the fraction
initially coarse enough to report to the bottom ash stream. How-
ever, as seen in Fig. 1, the partition function does not behave in
this fashion, rather it exhibits a continuous decrease in kd�x� with

decreasing particle size.
The solids initially coarse enough to report to the bottom ash

stream are related to the partition function and the particle size
distribution of the feed solids of species i as follows:

Mi,kd = �
x=1

nx

kd�x�Mis,x �4�

Development of the attrition coefficient for sorbent particles, on a
weight basis, is complicated by the weight changes to which the
sorbent particles are subject due to chemical reactions. However,
the species that remains in the solid sorbent particles is calcium,
and the required measurements for Eq. �3� may be affected using
calcium material balances. Calcium in ash sample is commonly
reported as CaO, and CaO material balances are used here, al-
though it is acknowledged that the calcium reported by the CaO
analyses represents both CaO and CaSO4.

Also complicating the use of Eq. �3� is the condition where the
presence of CaO in the ash streams, derived from fuel ash, is
significant. Fuels with low sulfur contents and high ash contents
can be expected to present this challenge. Equation �3� can be
rewritten to separate the CaO derived from fuel and sorbent, re-
moved with the bottom ash stream, as follows:

Ks,a = 1 − �FCa,ba − FCa,ba,f

FsMs,kdCas
� �3��

Development of a sorbent attrition index through the use of Eq.
�3�� requires knowledge of the fraction of the CaO removed with
the bottom ash that is derived from the fuel ash. This quantity is
not readily obtained from boiler ash samples. Where the input of
CaO to the boiler with the fuel is small compared to that of the
sorbent, it may be ignored, and Eq. �3�� becomes

Ks,a = 1 − � FCa,ba

FsMs,kdCas
� �3��

The test results reported here, from testing of a range of sorbents
in a boiler fired by a low sulfur content, high ash content fuel,
cannot assume a small fuel contribution to the bottom ash stream.
However, the sorbents were used under similar conditions with the
same fuel. As such, variations in fuel CaO partitioning between
the ash streams are neglected, and rather than an attrition coeffi-
cient, CaO material balances will be used to develop relative at-
trition indices, Is,a, as follows:

Is,a = 1 − � FCa,ba

FsMs,kdCas
� �5�

The �experimentally measured� fraction of the CaO in the com-
posite ash stream partitioned to the bottom ash is �Ca. If it is
assumed that the partitioning behavior of the sorbent particles,
between the ash streams, is that measured from a boiler CaO
balance, and the contribution of fuel CaO to the bottom ash stream
is neglected, the result is

�Ca =
FCa,ba

FsCas
�6�

This allows the use of a simpler form of Eq. �5�,

Is,a = 1 − � �Ca

Ms,kd
� �5��

The attrition index is a relative measure of sorbent attrition,
useful for examining differences in attrition behavior among sor-
bents tested under similar conditions. Results presented subse-
quently use the attrition index rather than the attrition coefficient,
reflecting uncertainties regarding the fuel ash contribution to the
overall CaO balance of the system.

Sulfation Levels of the Two Ash Streams. The ability to pre-
dict the partitioning of sorbent particles between the ash streams

Fig. 1 CFB boiler ash stream partition curve
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may result in a means of predicting sorbent usage requirements, if
the sulfation levels of the two ash streams can be predicted. A
means of predicting the sulfation levels of the two ash streams
may include one or more of the laboratory tests for which research
results have been reported. In the case of the results presented
here, boiler test results simplified the means for prediction of the
ash stream sulfation levels.

These results yielded two trends of interest �5,7,8�:

1. Flyash sulfation levels among the sorbent tests using higher
CaO �40+ wt. % � sorbents were between 4.5:1 and 5.5:1
�Molar Ca:S�.

2. Minimal sulfur was removed from the system with the bot-
tom ash.

These trends, while unique to the boiler system investigated, pro-
vide an expedient means to predict the ash stream sulfation levels.
Notably, the majority of the sulfur was removed from the system
with the flyash �71–86 wt. % �8��, and the sulfation levels found
for this ash stream were within a relatively narrow range.

As such, average sulfation levels for the ash streams, from the
boiler test results, are used here and presented in the results and
discussion section. It must be noted, however, that the trends in
ash stream sulfation levels shown here are unique to this boiler.
For the prediction method demonstrated here to have broad appli-
cability, other means of predicting ash stream sulfation levels,
preferably using laboratory techniques, are required.

Development of a Model for Predicting Sorbent
Consumption. If the sorbent attrition properties are estimated us-
ing a coefficient or index as outlined in Eqs. �3� and �5�, then the
partitioning of sorbent CaO between the ash streams can be pre-
dicted. Using predicted ash stream sulfation levels �as evidenced
by Ca:S molar ratios�, then sorbent consumption may be pre-
dicted, using the following expressions:

• The weight fraction of the sorbent CaO that will report to
the bottom ash stream, �ba can be expressed by

�ba =

FsCas�1 − Is,a��
x=1

nx

kd�x�Ms,x

FsCas
�7�

which reduces to

�ba = �1 − Is,a��
x=1

nx

kd�x�Ms,x �7��

• Similarly, the weight fraction of the sorbent CaO reporting
to the flyash stream is

� fa = 1 − �ba = 1 − �1 − Is,a��
x=1

nx

kd�x�Ms,x �8�

The presence of CaO, derived from the fuel, complicates the as-
sessment of the sulfation levels of sorbent particles removed with
the ash streams. The molar calcium to sulfur ratios of the sorbent
particles removed with the bottom ash and flyash streams are Rba
and Rfa, respectively. Where the input of CaO to the system with
the fuel is small compared to that with the sorbent, these ratios
may be assumed to be those calculated directly from chemical
analyses of the ash streams. Where the CaO input with the fuel
cannot be ignored, some assumptions will be required in deriving
these quantities from ash stream analyses.

The molar flow rates of sorbent CaO partitioned to the bottom
ash mCa,ba, and flyash, mCa,ba, relate to the sorbent feed as follows:

mca,ba =
FsCas�ba

MWCaO
�9�

mca,fa =
FsCas� fa

MWCaO
�10�

The molar flow rates of sulfur removed from the system with the
bottom ash �ms,ba� and flyash �ms,fa� relate to the molar flow rates
of CaO partitioned to the ash streams and the molar Ca:S ratios of
the sorbent particles in the ash streams as such,

ms,ba =
mca,ba

Rba
�11�

ms,fa =
mca,fa

Rfa
�12�

The total molar sulfur removal rate with the ash streams is the
sum of the rates for the two streams. They are combined as fol-
lows:

ms = ms,ba + mc,fa =
FsCas�ba

MWCaORba
+

FsCas� fa

MWCaORfa
�13�

or

ms = ms,ba + mc,fa = ��ba

Rba
+

� fa

Rfa
	 FsCas

MWCaO
�13��

The molar Ca:S ratio of the sorbent particles in the composite ash
stream is

Rcs =
FsCas

MWCaO

1

ms
=

1

��ba

Rba
+

� fa

Rfa
� �14�

The sulfur capture coefficient � is the fraction of the fuel sulfur
that is removed with the composite ash stream, in this case
90 wt. % as mandated by the plant air quality permit. The molar
ratio of sorbent calcium to fuel sulfur, as fed the boiler, relates to
the molar Ca:S ratio in the composite ash stream as follows:

Rfeed =
Rca

�
�15�

Substituting Eq. �15� into Eq. �14� yields an expression that relates
sulfur and sorbent feed rates,

Rfeed =
1

���ba

Rba
+

� fa

Rfa
� �16�

The relationship in Eq. �16� can be used to express a predicted
sorbent requirement based on the following:

1. The partitioning of the sorbent calcium between the ash
streams �based on sorbent sizing, the partition function, and
attrition behavior�

2. The molar Ca:S ratios characteristic of the sorbent particles
in the two ash streams

3. The feed rate of sulfur to the system

Equation �16� may also be rewritten in terms of predicted sor-
bent feed requirement Fs�,

Fs� =
FfSf

���ba

Rba
+

� fa

Rfa
�

MWCaO

MWs

1

Cas
�16��

The use of Eq. �16� requires knowledge of the sorbent CaO par-
titioning between the ash streams. This, in turn, requires sorbent
sizing, knowledge of attrition behavior, and the boiler partition
function.

Also required are the sulfation levels of the sorbent particles in
the two ash streams. Levels found to be characteristic of the sys-
tem are used here. For other systems, laboratory tests to predict
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these sulfation levels, notably fluid bed sulfation tests for predic-
tion of bottom ash sulfation levels may be useful for this purpose.

Experimental
The experimental data are based on results from the testing of

20 sorbents in a commercial CFB boiler, and more detailed dis-
cussions of the test program and its results appear elsewhere
�5,10�. Chemical analyses of the sorbents of specific interest are
shown in Table 1. The numbers assigned to the sorbents are those
used in the original test results report �5�. These chemical analyses
are used to perform CaO balances around the sorbent and bottom
ash streams, which are used to estimate the attrition behavior of
the sorbents.

Also shown are the characteristic grain sizes, as determined
through petrographic analyses. Three of the sorbents �1, 3, and 4�
exhibited the micritic grain size, while the other two �2 and 11�
exhibited the sparry grain size.

Particle size distributions of the sorbents, as fed to the boiler,
are shown in Table 2, and the operating parameters of the boiler
used for the testing are shown in Table 3. Under full load condi-
tions, the boiler typically required 50,000 kg/hr fuel, with a cor-
responding CaO input rate of 260 kg/hr. The sorbent feed rates
ranged from 2000 to 4000 kg/hr, corresponding to CaO feed rates
ranging from 1000 to 2000 kg/hr.

Fuel and sorbent feed rates were measured by the plant distrib-
uted control system �DCS�, with readings available every 15 min.
Ash stream flow rates were measured by solution of simultaneous
material balances, using ash stream chemical analyses, and a pre-
viously presented method �8�.

The data selection, both for material balances and measure-
ments of sorbent feed rate, was based on the previously presented
methodology �8�. Data for a time interval were not considered
unless each individual DCS load reading over the interval varied
by �5% of the mean for the interval.

A more detailed description of the selection of plant DCS data
for the performance of material balances appears elsewhere �10�,
as well as an expanded discussion of the use of simultaneous
material balances for the calcultion of flyash and bottom ash flow
rates from a CFB boiler. Calculated ash stream flow rates, along
with particle size distributions of flyash and bottom ash samples,
were used to develop the boiler partition function, using Eqs. �1�
and �2�. Attrition behavior of each class of sorbent was quantified

using particle size distributions of the sorbents, characterization of
the boiler classification, or partition function, and the flow rate of
calcium oxide with the bottom ash.

Results and Discussion

Boiler Partition Function. The boiler partition function was
calculated using Eqs. �1� and �2�. From this function, linear inter-
polations were used to calculate the individual partition function
values at mean particle sizes representing the intervals for which
the sorbent size analyses were available. These values are shown
in Table 4.

Development of Sorbent Attrition Indices. The attrition indi-
ces were developed from boiler tests of sorbents 2 and 4, repre-
senting each of the two characteristic grain sizes. The particle size
distributions of the two sorbents, along with the values for the
partition function for the corresponding size intervals, are shown
in Table 5. The attrition indices were calculated using Eqs. �4� and
�5��. There is an order of magnitude difference between the cal-
culated attrition indices. The attrition index for the sparry sorbent
�2� is 0.71, while that for the micritic sorbent �4� is 0.07. Experi-
mental work on the attrition rates of these sorbents, conducted in
a laboratory fluid bed reactor, and based on CaO balances, found
the same order of magnitude difference between the sorbents �10�.
The attrition index for sparry stones will be assumed to be 0.71.
That for micritic stones will be assumed to be 0.07.

Sulfation Levels of Boiler Ash Streams. The sulfation levels
of ash streams from tests of sorbents 2, 4, and 11 have been
previously presented �8�. Of the 12 sorbents, with �40.0 wt. %
CaO, chemical analyses of the flyash and bottom ash streams were
available for seven of the tests �5�. These data are presented in
Table 6.

Several trends are of interest. The first is the relatively uniform
flyash properties, ranging from 6.1 to 7.5 wt. % CaO,
0.72 to 0.97 wt. % S, and 4.5 to 5.5 molar Ca:S. The second is the
differences in CaO contents in the bottom ash between the mi-
critic sorbents and the sparry sorbents. The sorbent 7 test results
featured a sorbent that was ground finer than the other sorbents.
The balance of the data in Table 6 are for sorbents ground under
identical machinery settings in the sorbent preparation plant.
Within that data subset, the micritic sorbents produced bottom ash

Table 1 Chemical analyses of sorbents examined

Sorbent 1 2 3 4 11

Wt. % CaO 55.7 55.2 51.9 49.5 42.8
Wt. % MgO 0.41 0.54 0.46 2.86 6.45
Wt. % Fe2O3

0.07 0.05 1.41 0.30 0.61
Wt. % SiO2

0.69 0.74 3.18 3.57 6.65
Wt. % Al2O3

0.31 0.35 0.25 0.45 1.47
Wt. % LOI* 43.4 43.2 42.0 42.1 40.4
Grain size Micrite Spar Micrite Micrite Spar

Table 2 Particle size distributions of sorbents tested in the boiler

Particle size
��m�

Sorbent
�wt. % direct�

Passing Retained Mean 1 2 3 4 11

4000 2360 3180 3 3 5 4 3
2360 1000 1680 16 14 18 14 18
1000 707 853 15 8 16 17 12

707 180 443 14 3 13 14 9
180 149 164 7 3 7 8 6
149 75 112 10 7 9 9 10

75 0 38 35 62 32 34 42

Table 3 Operating parameters for the boiler used for sorbent
tests

Main Steam Flow, kg/s 34.1
Steam Pressure, MPa 10
Steam Temperature, K 783
Fuel Wt. % Asha 63.5
Fuel Wt. % Sa 0.28
Fuel Wt. % CaOa 0.53
Fuel HHV, Mj/kga 5.8
Plant net generation capacity, MWe 30

aAs-received basis
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ranging in CaO content from 3.40 to 4.22 wt. %, while the corre-
sponding figures for the sparry sorbents were 0.52 and 1.00 wt. %
CaO.

These data are the result of differences in attrition behavior and,
hence, CaO partitioning behavior resulting from the differences in
grain structure among the sorbents. The third trend of interest, as
discussed previously �8�, is the relatively poor sulfation level
found in each bottom ash product, as compared to the correspond-
ing flyash product.

Assumptions Regarding Ash Stream Sulfation Levels. The
average molar Ca:S ratio found among the flyash samples was 5.0.
Previously published data showed that 71–86 wt. % of the sulfur
fed to the boiler was removed with the flyash, 10 wt. % left the
boiler with the flue gas as SO2, and 4–9 wt. % was removed with
the bottom ash. The actual fraction of the CaO removed with each
ash stream, that was derived from fuel ash, was unkown. How-
ever, it was assumed that in each case 75 wt. % of the CaO in the
flyash was derived from the sorbent particles, and that a mean
value of the sulfation level of the sorbent particles in this stream,
Rfa, is expressed by a molar Ca:S of 3.8. The mean Ca:S ratio of
the bottom ash streams found in Table 6 is 12, which will be used
as the value of Rba.

Table 7 shows the values of �ba, � fa, Rba, and Rfa used in Eq.
�16�, along with the resultant values of the required sorbent feed
rates for compliance, expressed as molar Ca:S ratios. The values
of � were calculated using Eqs. �7�� and �8�, using partition data
shown in Table 4, the particle size distributions found in Table 2

and attrition indices for sorbent of the two petrographic types.
The method in Eq. �16� predicts feed requirements for the mi-

critic sorbents, with feed Ca:S ratios in the range of 6.0. The
predicted values for the sparry sorbents are in the range of 4.5.

Comparison of Predicted and Measured Sorbent Consump-
tion Rates. There are two means by which predicted values of
sorbent consumption can be compared to measured values. The
first is to compare sets of individual DCS readings to predicted
values. This comparison appears in Fig. 2. Here, it is apparent that
even when the data sets are screened for constancy of boiler op-
eration, significant variations in sorbent consumption were en-
countered. However, a trend is apparent between predicted and
measured values.

A second method of evaluation uses average sorbent consump-
tion values. This method may be more commonly applied, an
example being averaging sorbent consumption over the time span
of a boiler performance test. However, as was discussed previ-
ously, constancy of load over the time span in question is expected
to have an effect on mean sorbent consumption for the span. Av-
erage consumption for each of the five sorbent tests is compared
to the corresponding prediction in Table 8. The mean values were
calculated from only DCS data sets that met the criterion for con-
stant load �each load reading varying by �5% of the mean for the
time span�. The trend between predicted and measured values is

Table 5 Calculation of attrition indices

Mean particle size, �m 2 4 kd�x�

3180 3 4 1
1680 14 14 1

853 8 17 1
443 3 14 0.85
164 3 8 0.06
112 7 9 0
38 62 34 0

Ms,kd
28 47

�Ca �8� 8 44
Is,kd �from Eq. �5��� 0.71 0.07
Sorbent type Sparry Micritic

Table 4 Interpolated values of the boiler partition function

Mean particle size
��m�

Fraction of size interval reporting
to bottom ash stream

3180 1
1680 1
853 1
443 0.85
164 0.06
112 0
38 0

Table 6 Flyash and bottom ash chemical analyses for a range of boiler tests

Sorbent
test

Bottom ash Flyash

Sorbent
Wt. %
CaO Grain sizea

Wt. %
CaO

Wt. %
S

Molar
Ca:S

Wt. %
CaO

Wt. %
S

Molar
Ca:S

1 4.22 0.13 18.3 7.31 0.76 5.5 55.7 Micrite
2 0.52 0.04 8.5 7.43 0.97 4.5 55.2 Spar
3 3.40 0.20 9.7 6.90 0.72 5.5 51.9 Micrite
4 3.73 0.14 14.9 6.92 0.76 5.2 49.5 Micrite
6 3.70 0.11 19.2 6.80 0.82 4.7 46.7 Micrite
7b 1.16 0.11 6.1 6.19 0.78 4.5 46.0 Micrite
11 1.00 0.06 9.5 7.00 0.86 4.6 42.8 Spar

aMore detailed descriptions from petrographic analyses are found in Morrison �5�
bTest data for sorbent 7 reflect a finer as-fed size consistency, as the sorbent grinding plant was operated differently as compared
to the preparation of the other sorbents

Table 7 Predicted molar Ca:S values of sorbent consumption by the boiler

Sorbent 1 2 3 4 11

�ba
0.43 0.08 0.44 0.46 0.12

� fa
0.57 0.92 0.56 0.53 0.88

Rba
12.3 12.3 12.3 12.3 12.3

Rfa
3.8 3.8 3.8 3.8 3.8

Rfeed
5.9 4.4 6.0 6.1 4.5
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illustrated in Fig. 3.
These predicted values show reasonable agreement with the

measured values. Excepting the case of sorbent 11 �20%�, the
measured values vary from the predicted values by �10%.

Utility of Method. This method offers the potential to predict
the sorbent consumption requirements of a CFB boiler based on a
boiler performance parameter �the partition function�, sorbent
properties �attrition characteristics, particle size distribution�, and
sulfation levels of the sorbent particles in the ash streams. The
application of attrition behavior and the boiler partition function
to the particle size distribution of the sorbent is straightforward. In
the case of the tests described here, the flyash stream accounted
for the majority of the sulfur fed to the boiler and sulfation levels
for this stream were found to be in a relatively narrow range
across the range of sorbent tests. This simplified the estimation of
the sulfation levels of the sorbent particles in the ash streams. This
boiler system was, however, somewhat unique due to the low
sulfur content and high ash content of the fuel. Application of this
method to other fuel types, notably those with lower ash and
higher sulfur contents, will likely require a closer examination of
the predicted sulfation levels of the sorbent particles in the ash
streams. Prediction of sulfation levels of sorbent particles parti-
tioned to the two ash streams will likely require the inclusion of
additional analytical techniques for sulfation testing. The differ-
ences, notably particle size, between the ash streams suggests that
no single sulfation test method �i.e., fluid bed reactor, thermo-
gravimetric analysis� can be expected to predict the sulfation lev-
els of sorbent particles in both ash streams.

Conclusions
A method has been presented for the prediction of sorbent re-

quirements of a CFB boiler based on a sorbent property �grain
size�, boiler operating parameters, and predicted sulfation levels
of sorbent particle partitioned to the boiler ash streams. The sor-
bent sulfation levels were based on averages that were determined
across a range of tests where several sorbents were tested under
similar conditions in a CFB boiler.

Based on experimental results from the boiler tests, an attrition
index was assigned to five sorbents, based on their grain sizes as

determined by petrographic analyses. The boiler partition function
was determined from particle size analyses and calculated flow
rates for the boiler ash streams.

Data from the boiler DCS were used for comparison of actual
sorbent feed rates required to maintain the required sulfur capture
levels, and those predicted for the sorbents using the method de-
veloped here. The only test data used were for extended periods of
operation, where each 15 min DCS reading for boiler load varied
by �5% from the mean for the span. Of the five sorbents exam-
ined, measured sorbent demand by the boiler agreed to within
10% of the predicted demand.

The method presented here, along with the test data, suggests
the following:

1. No single analytical test procedure can be used to reliably
predict sorbent consumption by a CFB boiler.

2. Grain size, as measured by a petrographic analysis, should
be considered when evaluating the suitability of a limestone
for sorbent use by a CFB power project.

3. Particle size distributions of sorbents and, to a lesser extent,
attrition properties are considered to be important param-
eters governing sorbent performance. The parameters are
important within the context of the boiler partition function
and should be taken into account in any method used to
predict sorbent performance.

Nomenclature
Cas � fractional CaO content of the sorbent
Fba � flow rate of bottom ash from the system, kg/s
Fca � flow rate of the reconstituted composite ash

stream, kg/s
FCa,ba � flow rate of CaO with the bottom ash stream,

kg/s
FCa,ba,f � flow rate of CaO with the bottom ash stream,

derived from the fuel ash, kg/s
Ff � feed rate of fuel to the system, kg/s

Ffa � flow rate of bottom ash from the system, kg/s
Fs � feed rate of sorbent to the system, kg/s
Fs� � predicted sorbent feed rate required to achieve

air quality compliance, kg/s
Is,a � sorbent attrition index

kd�x� � boiler partition function
Ki,a � attrition coefficient of species i
Ks,a � attrition coefficient of the sorbent

mCa,ba � molar flow rate of sorbent CaO partitioned to
the bottom ash, mole/s

mCa,fa � molar flow rate of sorbent CaO partitioned to
the flyash, mole/s

Fig. 3 Comparison of predicted sorbent requirement with
measured sorbent requirements „mean values…

Fig. 2 Comparison of predicted sorbent requirement with
measured sorbent requirements „individual DCS readings…

Table 8 Comparison of predicted and mean measured values
for boiler sorbent demand „measured as molar Ca:S…

Sorbent 1 2 3 4 11

Predicted sorbent demand 5.9 4.4 6.0 6.1 4.5
Measured sorbent demand 6.3 4.1 6.5 5.6 3.6
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Mca,x � mass fraction of the reconstituted composite
ash stream within size interval x

Mi,ba � mass fraction of particles of species i that re-
ports to the bottom ash stream

Mi,kd � mass fraction of particles of species i initially
coarse enough to report to the bottom ash
stream

Mi,x � mass fraction of particles of species i within
size interval x

ms,ba � molar flow rate of sulfur removed from the
system with the bottom ash stream, mole/s

ms,fa � molar flow rate of sulfur removed from the
system with the flyash stream, mole/s

MWCaO � molar weight of CaO
MWsulfur � molar weight of sulfur

nx � number of particle size intervals in a particle
size analysis

Rba � molar Ca:S ratio of the sorbent particles re-
moved from the system with the bottom ash
stream

Rcs � molar Ca:S ratio of sorbent particles in com-
posite ash stream

Rfa � molar Ca:S ratio of the sorbent particles re-
moved from the system with the flyash stream

Rfeed � predicted molar ratio of sorbent calcium to fuel
sulfur required to achieve air quality
compliance

Sf � fractional sulfur content of the fuel
x � particle size interval

�Ca � fraction of the total CaO feed to the system
that is partitioned to the bottom ash

�ba � fraction of the sorbent CaO that is partitioned
to the bottom ash stream

�fa � fraction of the sorbent CaO that is partitioned
to the flyash

� � fraction of the feed sulfur that is removed with
the composite ash stream �sulfur capture
coefficient�
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Experimental Investigations on a
Hydrogen-Diesel Dual Fuel
Engine at Different Compression
Ratios
An experimental investigation was carried out on a computer interfaced single cylinder
variable compression ratio, compression ignition engine to optimize the performance
characteristics and to find the useful higher compression ratio (UHCR) with hydrogen-
diesel dual fuel mode. Experimentations were conducted on five different compression
ratios and the performance characteristics were calculated. The effect of blending on
NOx, HC, CO, and particulate matter were measured and reported. The rate of heat
release and speed of combustion with increase in compression ratio with simultaneous
increase in hydrogen substitution were measured. Intake temperature of air was increased
and for three different temperatures, the effect of increase in temperature of air-hydrogen
mixture on NOx were studied and found that there was a sharp increase in the NOx value
as the inlet temperature was increased from 65 to 85°C. �DOI: 10.1115/1.2227418�

Introduction
As the world finds itself in the midst of a universal energy

shortage, compounded by a parallel need to reduce pollutants of
all kinds, we must take an increasingly serious look at novel
sources of abundant energy, and methods for their best utilization.
Hydrogen, with its remarkable combustion properties in the con-
ventional internal combustion engine, appears to be proving itself
as the best transportation fuel of the future if it can be produced
economically. Importantly, it can be used in existing internal com-
bustion engines, yielding unprecedented efficiencies and ex-
tremely low levels of exhaust pollution �1�. Hydrogen has, for
years, been recognized for its extremely high energy potential. But
because of inherent difficulties in handling hydrogen in its gas-
eous form, technology has, over the past two decades, emphasized
the utilization of hydrogen in its liquid form.

Hydrogen can be used advantageously in internal combustion
engines as an additive to a hydrocarbon fuel. Hydrogen can be
used in conjunction with compact liquid fuels such as gasoline;
alcohol or diesel provided each is stored separately.

As with hydrogen, the drawback of lean operation with hydro-
carbon fuels is a reduced power output. Lean operation of hydro-
carbon engines has additional drawbacks. Lean mixtures are hard
to ignite, despite the mixture being above the low fire �point� limit
of the fuel. This result in misfire, which increases un-burned hy-
drocarbon emissions, reduces performance and wastes fuel.

Mixing hydrogen with other hydrocarbon fuels reduces all of
these drawbacks. Hydrogen’s low ignition energy limit and high
burning speed makes the hydrogen/hydrocarbon mixture easier to
ignite, reducing misfire and thereby improving emissions, perfor-
mance, and fuel economy. Regarding power output, hydrogen
augments the mixture’s energy density at lean mixtures by in-
creasing the hydrogen-to-carbon ratio, and thereby improves
torque at wide-open throttle conditions.

Most research in dual fuel engine has concentrated on defining
the extent of dual fueling and its effect on emissions and perfor-
mance �1,2�. Natural gas in combination with diesel was tried and

found to be very effective in NOx reduction but engine operation
can suffer from high hydrocarbons �HC� emissions and poor per-
formance, especially at high loads �3,4�. The auto ignition of
methane was studied experimentally to obtain ignition delay data
as a function of engine cylinder pressure and temperature by San-
dia National Laboratory �5,6�.

Karim et al. �7,8� and Gunea et al. �9�, concluded that at low
outputs, much of the primary gaseous fuel remain unburned lead-
ing to high hydrocarbon �HC� and CO emissions which is mainly
due to very lean operation and a weak ignition source. At high
loads a large amount of gaseous fuel admission results in uncon-
trolled reaction rates near the pilot spray causing rough engine
operation.

Experimental investigation on a LPG—diesel dual fuel engine
by Poonia et al. �10,11� revealed that at low loads, the brake
thermal efficiency is always lower than diesel values but is better
at high loads. Also, at low outputs increasing the pilot quantity
and intake temperature improves the thermal efficiency. The HC
and CO emissions were found to increase in the dual fuel mode.

Daisho et al. �12� showed that emission characteristics and
brake thermal efficiency of a dual engine using natural gas can be
improved by reciprocating exhaust gas, increased brake thermal
efficiency with increase intake temperature is also reported.

In the present study experiments were conducted on a
hydrogen-diesel dual fuel engine under constant speed, variable
compression ratios, and variable load conditions. The amount of
primary fuel, i.e., diesel admitted was varied and hydrogen was
substituted at each load. The objective was to determine in detail
the performance, emissions, and combustion characteristics of the
engine.

Experimental Setup and Experimentation
The engine used in the present study was a Kirloskar AV-1,

single cylinder direct injection, water-cooled diesel engine with
the specifications given in Table 1. Diesel injected with a nozzle
hole size of 0.15 mm and simultaneous provision of compressed
natural gas injector �to inject hydrogen directly in to the cylinder�
is also provided. The engine was coupled to a dc dynamometer
and all the experiments were carried out at a constant speed of
1400 rpm. The engine was modified and provision was provided
to vary the compression ratio from 14.5 to 24.5. The intake tem-

Contributed by the Internal Combustion Engine Division of ASME for publication
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perature and pressure were chosen to give stable and knock free
engine operation. Crank-angle-resolved in-cylinder pressure and
the diesel injection pressure were measured. A computer inter-
faced piezoelectric sensor, of range 145 bar was used to note the
in cylinder pressure. Pressure signals were obtained at one-degree
crank angle intervals using a digital data acquisition system. The
average pressure data from 100 consecutive cycles were used for
calculating combustion parameters. Special software was used to
obtain combustion parameters. Intake, cylinder head and exhaust
gas temperatures were measured with k-type thermocouples. The
valve lift was detected with a gap sensor in the injector. On the
shaft projection, a reference indicator was provided to mark the
top dead center �TDC�, which was detected by a proximity sensor.
The hydrogen gas was injected into the cylinder and a thermal
mass flow controller controlled its flow rate. The hydrogen cylin-
der pressure was reduced before injecting into the cylinder. The
airflow rate was measured using a laminar flow element. The en-
gine speed was maintained constant by controlling the hydrogen
gas mass flow rate. Engine exhaust emissions were also measured
using an advanced AVL five-gas analyzer. Load was varied rang-
ing from 20% to 100% of full load. The injection was set at
20 deg BTDC for both hydrogen and diesel. At each load the
amount of hydrogen was varied. The maximum amount of hydro-
gen supplied was limited by unstable operation at low outputs and
by rough engine running due to knock at high out puts. When the
hydrogen supply was increased, the diesel injection was automati-
cally decreased by the governor mechanism of the engine to main-
tain the speed constant; details are given in Table 2. The experi-
mentation was repeated by varying the compression ratios. The
tests were carried out for the compression ratios of 16.35, 18.35,
20, 22, and 24.5 and each time all the parameters were noted
down in the way as explained above. To study the effect of inlet
temperature on NOx, the intake temperatures of air were varied
carefully to avoid the risk of precombustion of hydrogen in the
intake manifold for one compression ratio of 24.5. The inlet tem-

perature was measured after mixing in the inlet manifold. Three
temperatures 65, 75, and 85°C were choiced to study the NOx.

Results and Discussion
Significant results were obtained at various percentage substi-

tution of hydrogen at different compression ratios. The percentage
of hydrogen substitution varied continuously from 20% to 100%
of full load, and this substitution was different at different com-
pression ratios for the same load.

Brake Thermal Efficiency. The brake thermal efficiency was
calculated for various loads varying from 20% to 100% of full
load for various compression ratios. However, they are plotted
only for 100% load at various compression ratios to study the
effect of substitution by varying the compression ratio. Hydrogen
percentage was varied from 10% to 100%. As shown in Fig. 1, the
brake thermal efficiency is increasing with the increasing percent-
age of hydrogen and it is maximum with 100% hydrogen. For all
the compression ratios it was found that in the beginning with low
percentage of hydrogen and with low outputs, the value of brake
thermal efficiency is low. As the compression ratio increases, it
results in closer contact between the molecules of fuel and oxygen
reducing the time of reaction. The increase in compression tem-
peratures as well as decrease in minimum auto ignition tempera-
ture decreases the delay period. At low outputs �like 20% of full
load�, the brake thermal efficiency reduces as the energy derived
from hydrogen increases. At this condition the diesel injected is
low in quantity and introduction of hydrogen further reduces it.
Thus the ignition centers formed by the injected diesel reduces as
the hydrogen is introduced at low outputs. Hence poor ignition of
gaseous fuel results in low efficiency. However, at higher outputs,
the efficiency increases due increase in combustion and the in-
ducted mixture is reasonably rich to burn. For CR 24.5, when the
hydrogen substitution was varied from 10% to 90%, the percent-
age change in brake thermal efficiency was around 31.8% of the
initial values. For CR 18.35, this percentage change of thermal

Table 1 Engine specifications

Type

Four-stroke, single cylinder, Compression ignition
engine

With Variable compression ratio

Make Kirloskar AV-1
Rated Power 3.7 KW, 1500 RPM

Bore and Stroke 85 mm�110 mm
Compression

Ratio
16.5: 1, variable from 14.3 to 24.5

Cylinder
Capacity

624. cc

Dynamometer Electrical-ac Alternator
Cylinder
Pressure

Piezo sensor, Range: 2000 psi

Orifice Diam. 0.15 mm
Fuel Diesel, Hydrogen

Hydrogen
Injection

By CNG injector and by Induction method

Table 2 Diesel and hydrogen substitutions at different compression ratios at different loads

Amount of diesel �kg/h� Amount of hydrogen �Kg/h�

Compression
ratio �CR� 16.35 18.335 20 22 24.5 16.35 18.35 20 22 24.5

% Load
20 0.85 0.956 0.9 0.87 0.92 0.096 0.108 0.13 0.102 0.084
40 0.665 0.728 0.85 0.75 0.82 0.108 0.114 0.14 0.108 0.087
60 0.51 0.624 0.71 0.61 0.65 0.114 0.114 0.12 0.114 0.09
80 0.413 0.493 0.56 0.51 0.54 0.132 0.138 0.13 0.117 0.093

100 0.32 0.45 0.47 0.36 0.45 0.138 0.15 0.15 0.12 0.096

Fig. 1 Effect of hydrogen substitution on brake thermal
efficiency
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efficiency was around 29%. The percentage change in brake ther-
mal efficiency when the compression ratio was changed from
CR16.35 to CR 24.5 was around 27% for 90% hydrogen substi-
tution, for details Table 3 can be seen. One more observation,
which can be made from Fig. 1, is that it has the highest value of
brake thermal efficiency for a higher compression ratio, which
predicts that hydrogen could be, better used at higher compression
ratios.

HC Emissions. The HC emission is shown in Fig. 2, for only
100% load, at various percentages of hydrogen varying from 10%
to 100% at different compression ratios. As shown the HC de-
creases with the increasing percentage of substitution of hydrogen
and becomes approximately zero at 100% hydrogen. Even at 10%
hydrogen, since the applied load is 100%, HC percentage is very
low. This is because the combustion is complete under these con-
ditions due to sufficient quantity and higher gas temperatures in
the cylinder. It was also observed that at higher compression ratio
of 24.5, these emissions are the lowest even at 10% hydrogen.
This is because at higher compression ratios, the compressed air
temperatures are higher which promotes faster and complete com-
bustions. With the variation of percentage substitution of hydro-
gen from 10% to 90%, the percentage reduction in the HC value is
93.63%, for CR 24.5, and for CR 18.35; the percentage reduction
is 82.57%. The effect of compression ratio when changed from
16.35 to 24.5 for the same change in percentage substitution is
reduction of HC by 17%.

CO Emissions. As shown in Fig. 3, The CO value continuously
decreases with the increase in the percentage substitution of hy-

drogen for all compression ratios and for 100% load. The obvious
reason being, increase of hydrogen percentage �which does not
contain any carbon in it at 100%�, complete combustion and
higher inside temperatures, and for the other percentages of hy-
drogen the amount of diesel present in it is also getting burned
completely and leaving only a few traces of CO. Both HC and CO
is very low at higher percentages of hydrogen. It is evident that
best diesel substitutions at low loads can be decided on the level
of HC and CO emissions that can be permitted. As the percentage
hydrogen substitution is varied from 10% to 90%, the value CO is
reduced by 95% for CR 24.5 and 66.67% for CR 18.35. Only with
10% hydrogen substitution, as the compression ratio is varied
from CR18.35 to CR 24.5, the percentage reduction in CO is 21%,
Table 3 gives further details.

NOx Emissions. In Fig. 4, the effect of hydrogen substitution
can be seen on NOx. Though the over all range of NOx is low but
it is observed that as the percentage of hydrogen increases the
NOx level was also increasing. It was found to be higher with
higher compression ratios and higher percentages of hydrogen
substitutions. It is high with a compression ratio of 24.5. The
reason is, as the operating temperatures are high for higher com-
pression ratios and with higher hydrogen percentage substitutions.
At higher loads increased hydrogen leads to rapid combustion and
this rises NOx level due to rise in the flame propagation rate in
hydrogen-air mixture. Thus at high loads the concentration of
NOx �that can be� tolerated can be used to fix the hydrogen sub-

Table 3 Result analysis

Hydrogen
substitution

range Compression ratio

Effect of Change
in CR on
properties

% Remarks

From To 16.35 18.35 20 22 24.5 16.35 to 24.5

% Change in
Brake thermal

efficiency

10% 90% 23 29 28 30 31.85 27 Increased

% CO
Emissions

10% 90% 75 66 73 88 95 21 Reduced

% NOx
Emissions

10% 90% 25 27 35 37 38 38 Increased

% Particulate
Matter

10% 90% 82 92.7 93.3 94 98 16 Reduced

HC Emissions 10% 90% 77 82.57 88 90 93.63 17 Reduced
Peak pressures 10% 90% 19 24 26 30 33 42 Increased

Fig. 2 Effect of hydrogen substitution on HC Fig. 3 Effect of hydrogen substitution on CO
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stitution. As the percentage of hydrogen substitution was varied
from 10% to 90%, it was found that the NOx increased by 38% for
CR 24.5 and at 100% load, and for CR 18.35, this increase was
27%. The high heating value of hydrogen is one of the reasons for
the high operating temperatures. As the compression ratio was
increased from CR16.35 to CR 24.5, for 90% hydrogen substitu-
tion, the value of NOx was increased by 38%, which is the effect
of higher compression ratios. The inlet temperatures could control
the value of NOx.

Particulate Matter. As shown in the Fig. 5, the particulate
matter shows a drastic drop as the percentage of hydrogen in-
creases. It is shown only for two compression ratios of 18.35 and
22. Though the value of particulate matter will be affected by the
method of measurement, however, it is very clear that it falls
down drastically with increase in hydrogen substitution. This is
because the amount of diesel is decreasing and also because of
higher temperatures as hydrogen percentage is increasing. It was
observed that for CR 18.35, as the percentage substitution of hy-
drogen was varied from 10% to 90%, the particulate matter was
reduced by 92.7%, and for CR 22 this reduction was 82.6%. When
CR was changed from 16.35 to 24.5, the percentage change in PM
was 16% �Table 3 for details�.

Combustion Parameters.

Pressure Crank Angle Diagram. Figure 6 shows the pressure
crank angle diagram at 100% load and 80% hydrogen. The figure
shows that the cylinder pressure is maximum at a compression
ratio of 24.5. When compared to pure diesel �see Fig. 7 for de-
tails�, the rise of pressure per degree of crank angle is more in
dual mode. This is because of the high flammability of hydrogen
and rapid combustion. Similarly with 50% hydrogen and 80%
load, and with 80% hydrogen and 80% load, it was noted that for
higher compression ratios the pressures increase with the increase
in the percentage of hydrogen. In case of low loads, the combus-
tion duration increases. This is due to the reduced combustion rate

of the primary fuel air mixture as a result of the reduction in the
ignition centers. As the percentage of hydrogen is increased, the
rate of pressure rise per crank angle is simultaneously increased
�Fig. 8 for details�. Hydrogen has high flame speed at stoichio-
metric ratios. Under these conditions, the hydrogen flame speed is
nearly an order of magnitude higher �faster� than that of gasoline.
This means that hydrogen engines can more closely approach the
thermodynamically ideal engine cycle. At leaner mixtures, how-

Fig. 4 Effect of hydrogen substitution on NOx

Fig. 5 Effect of hydrogen substitution on PM

Fig. 6 Pressure-crank angle diagram at 80% hydrogen
substitution

Fig. 7 Heat release rate at 80% hydrogen substitution

Fig. 8 Peak pressures at different compression ratios and at
various % H2 substitution
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ever, the flame velocity decreases significantly.
It was also noted that for the lower percentages of hydrogen

and more percentages of diesel the pressure rise is lower at lower
percentages of loads. This is due to the reduced combustion rate
of the primary fuel air mixture as a result of reduction in ignition
centers. For the lower compression ratios and lower loads, the
pressure rise is further low for the said reasons.

The Rate of Heat Release. As shown in Fig. 9, the rate of heat
release per degree of crank angle for the different compression
ratios �see Table 4�. There are two main stages in the dual fuel
mode like in diesel mode. The first is mainly the combustion of
diesel and the hydrogen entrained in the diesel spray, while the
second is mainly due to the combustion of hydrogen by flame
propagation from the ignition centers formed by the diesel spray.
The peak heat release rate, that is, the peak combustion is consid-
erably low in the dual fuel mode as compared to the diesel mode
at low outputs. This is the reason for the reduced brake thermal
efficiency and rate of pressure rise as compared to diesel at low
outputs. The second stage is stronger than the diesel mode as most
of heat release occurs by the combustion of hydrogen by flame
propagation. The rate of heat release increases with hydrogen sub-
stitution at high outputs. As the hydrogen percentage increases,
the substitution tends to richer hydrogen-air mixtures. This sets
the rapid combustion rates, which tends to increase the pressure
rapidly in the dual fuel mode. The flame is set with diesel injec-
tion in the first phase and in the second phase the combustion of
hydrogen takes place by the flame propagation formed by the

diesel spray. The rate of heat release is higher in dual fuel because
of combined burning of two fuels. This is one of the reasons for
higher thermal efficiency in dual fuel mode at high outputs �13�.
At higher compression ratios the flame speed or the rate of com-
bustion is higher when compared to lower compression ratios,
which can be seen by comparing the rate of heat release at differ-
ent compression ratios in Fig. 9. It was noted that the percentage
change in pressure, when the hydrogen substitution was varied
from 50% to 80%, for the same compression ratio of CR 24.5,
was 13% and it was 15%, for CR 18.35, for the same percentage
change in hydrogen substitution. The percentage change in the
rate of heat release, when the hydrogen substitution was varied
from 50% to 80%, for CR 24.5 was 17%, and this percentage
change was 20% for CR 18.35. It can be seen that as the percent-
age hydrogen is increased, both the pressure rise and rate of heat
release has increased. As shown, as the compression ratio is in-
creased, the heat release rate and pressure rise has also increased.

Peak Pressures. As shown in Fig. 8, the peak pressures ob-
tained with various substitutions of hydrogen starting from 10% to
100% at 100% load for different compression ratios. It is evident
that peak pressures are higher for higher percentage substitution
and higher compression ratios at high outputs. In dual fuel mode,
there is a drop in the maximum rate of pressure rise in the case of
low outputs, that is, 20% and 40% output. This is due to the
weakening of the ignition source, as a result of the reduction in
the primary fuel. The maximum rate of pressure rise increases
with hydrogen substitution at high outputs. Further, an increase in

Fig. 10 Pressure-crank angle diagram with diesel as fuel and
at different compression ratios

Fig. 9 Effect of inlet temperature on NOx at different injection
angles

Table 4 In cylinder pressures at various percentages of diesel and hydrogen substitutions at
100% load

Fuel
Percentages Cylinder Pressures

% D %H 2 16.35 18.35 20 22 24.5

90 10 36 50.5 55 56 62
80 20 38 52 58 57 69
60 40 38 53 60 60 71
50 50 39 54 61 61 75
40 60 40 55.5 64 64 79
30 70 40.5 57 67 70 83
20 80 41 58.5 70 73 88
10 90 44 60 73 78 90
0 100 48 64 75 81 92
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the hydrogen substitution leads to a relatively richer hydrogen-air
mixture. Rise in the hydrogen admission rate also leads to more of
this fuel being entrained within the diesel spray and a rapid initial
combustion phase. These are the reasons for the increase in the
maximum rate of pressure in the dual fuel mode. The high rate of
pressure rise leads to knock at high outputs and this limits the
amount of hydrogen substitution that can be substituted at these
conditions.

It was noted that for CR 24.5, when the percentage substitution
was varied from 10% to 90% of hydrogen, the percentage pres-
sure rise was 33%. For CR 18.35, this difference for the same
percentage substitutions is 24%; this again, shows the effect of
compression ratio on the pressure rise. The reason is the same as
explained in the case of rate of heat release. Another thing, which
could be noted, is that in the case of 90% hydrogen substitution,
percentage rise in pressure from CR 16.35 to CR 24.5 is around

42%. This is a measure of reduction in the delay period �both
physical and chemical delay�, with the increase in compression
ratio in dual fuel condition.

Effect of Increased Intake Temperature on NOx. Figure 10
shows the effect of temperature on NOx at 80% hydrogen substi-
tution, compression ratio 24.5% and 100% load and for three dif-
ferent intake temperatures of 65, 75, and 85°C. As expected, in-
creased intake temperature resulted in higher NOx and faster
burning rates. Higher intake temperatures results in faster fuel
combustion and shorter combustion durations, which has negative
impact on the NOx. There is a sharp increase in NOx from 400 to
900 ppm when the temperature is increased from 65 to 85°C. The
higher intake temperatures have most of the heat released close to
TDC. Similarly for other percentages of hydrogen substitution, a
similar trend was observed for different compression ratios.

Effect of Injection Timings on NOx. When the injection angle
was advanced from near TDC, NOx increased and had the maxi-
mum value near 23 deg BTDC, which can be seen from Fig. 10.
When the injection angle was further advanced, NOx value de-
creased. This is because; there is no high temperature area due to

Table 5 Initial conditions for NOx analysis

Inlet temperatures 65, 75, 85°C

Compression ratio 24.5
Angle of injection

For Diesel
Varied between 40 deg
BTDC to 5 deg ATDC

Load 100%
% Hydrogen 80%

Angle injection for
Hydrogen

20 deg BDTC, constant for
all percentages of fuel

Fig. 11 % hydrogen substitution at different loads

Fig. 12 Schematic representation of the experimental setup
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well mixing of hydrogen, air, and diesel. Diesel, which is around
20% in the present case, as 80% is hydrogen substitution. Mini-
mum NOx can be observed if injected at 18 deg BTDC as shown
in Fig. 10 hydrocarbons are exhausted because the combustion of
diesel is incomplete �see Figs. 11 and 12�.

Conclusions
The following conclusions can be drawn based on the experi-

mental results and discussions �see Table 5�.

• The brake thermal efficiency is increasing with the in-
creased percentage of hydrogen and it is maximum with
100% hydrogen. For all the compression ratios it is
found that in the beginning with low percentage of hy-
drogen and with low outputs, its value is low;

• hydrogen performed better at high compression ratios;
• the HC decreases drastically with the increasing percent-

age substitution of hydrogen and becomes zero at 100%
hydrogen;

• the CO value continuously decreases with the increase in
the percentage substitution of hydrogen for all compres-
sion ratios for 100% load;

• it is observed that as the percentage of hydrogen in-
creases the NOx level is also increasing. It is found to be
higher with higher compression ratios and a higher per-
centage of hydrogen substitution;

• the particulate matter shows a drastic drop as the per-
centage of hydrogen increases;

• the cylinder pressure is maximum at the compression
ratio of 24.5. When compared to diesel the rise of pres-
sure per degree of crank angle is more. For the lower
percentages of hydrogen and more percentages of diesel
the pressure rise is lower at lower percentages of loads;

• the rate of heat release increases with hydrogen substitu-
tion at high outputs;

• peak pressures for the all the compression ratios were
obtained at maximum hydrogen substitutions and at high
outputs;

• increased intake temperature resulted in higher NOx and

faster burning rates. The rate of heat release and peak
rate of heat release is advanced closer to TDC;

• there is a sharp increase in NOx from 400 to 900 ppm
when the temperature is increased from 65 to 85°C.

Acknowledgment
The authors sincerely acknowledge “The All India Council for

Technical Education” (AICTE), New Delhi, India for the Finan-
cial support in carrying out this research work.

References
�1� Yashuhiro, Kou, T., Yuki, Shigeki, N., Ryoji, K., and Takeshi, S., 1995, “Con-

trolling Combustion and Exhaust Emissions in a Direct-Injection Diesel En-
gine Dual Fueled With Natural Gas,” Paper No. SAE 952436.

�2� Karim, G. A., Liu, T., and Jones, W., 1993, “Exhaust Emissions From Dual
Fuel Engines at Light Loads,” Paper No. SAE 932822.

�3� Abd-Alla, G. H., Soliman, H. A., Badr, O. A., and Abd-Rabbo, M. F., 2000,
Energy Convers. Manage., 41, pp. 559–572.

�4� Singh, S., 2002, “The Effect of Fuel Injection Timing and Pilot Quantity on the
Pollutant Emissions From a Pilot Ignited Natural Gas Engine,” Masters thesis,
The University of Alabama.

�5� Fraser, R. A., Siebers, D. L., and Edwards, C. F., 2003, “Auto-ignition of
Methane and Natural Gas in a Simulated Diesel Environment,” Paper No. SAE
2003-01-0755.

�6� Naber, J. D., Siebers, D. L., Caton, J. A., Westbrook, C. K., and Di Julio, S. S.,
1994, “Natural Gas Auto Ignition under Diesel Condition: Experiments and
Chemical Kinetics Modeling,” Paper No. SAE 942034.

�7� Karim, G. A., 1983, “The Dual Fuel Engine of the Compression Ignition
Type—Prospects, Problems and Solutions—A Review,” Paper No. SAE
831073.

�8� Karim, G. A., Jones, W., and Rain, R. R., 1989, “An Examination of Ignition
Delay Period in Dual Fuel Engines,” Paper No. SAE 892140.

�9� Gunea, C., Razavi, M. R. M., and Karim, G. A., 1998, “The Effect of Pilot
Fuel Quantity on Dual Fuel Engine Ignition Delay,” Paper No. SAE 982453.

�10� Poonia, P. M., Ramesh, A., and Gaur, R. R., 1999, “Experimental Investigation
of the Factors Effecting the Performance of a LPG-Diesel Dual Fuel Engine,”
SAE Journal of Fuels and Lubricants, Paper No. SAE 99-01-1123.

�11� Poonia, P. M., Ramesh, A., and Gaur, R. R., 1998, “The Effect of Air Tem-
perature and Pilot Fuel Quantity on the Combustion Characteristics of a LPG-
Diesel Dual Fuel Engine,” Paper No. SAE 982455.

�12� Daisho, Y. et al., 1995, “Controlling Combustion and Exhaust Emissions in a
Direct Injection Diesel Engine Dual—Fueled with Natural Gas,” Paper No.
SAE 952436.

�13� Ganesan, V., and Rames, A., 2002, “Experimental Investigation on LPG-
Diesel Dual Engine,” J. Inst. Eng. �India�, Part AG, 83, pp. 105–111.

578 / Vol. 129, APRIL 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



G. P. McTaggart-Cowan1

e-mail: g.mctaggart-cowan@lboro.ac.uk

H. L. Jones

S. N. Rogak

W. K. Bushe

P. G. Hill

Department of Mechanical Engineering,
University of British Columbia,

2054-6250 Applied Science Lane,
Vancouver, B.C., V6T 1Z4, Canada

S. R. Munshi
Westport Innovations, Inc.,

1691 W. 75th Avenue,
Vancouver, B.C., V6P 6P2, Canada

The Effects of High-Pressure
Injection on a
Compression–Ignition, Direct
Injection of Natural Gas Engine
This study investigated the effects of injection pressure on the performance and emissions
of a pilot-ignited, late-cycle direct-injected natural gas fueled heavy-duty engine. The
experiments, conducted on a single-cylinder engine, covered a wide range of engine
speeds, loads, and exhaust gas recirculation fractions. The injection pressure was varied
at each operating condition while all other parameters were held constant. At high loads,
increasing the injection pressure substantially reduced particulate matter and CO emis-
sions, with small increases in NOx and no significant effect on hydrocarbon emissions or
fuel consumption. At low loads, injection pressure had no significant impact on either
emissions or performance. At high loads, higher injection pressures consistently reduced
both the number density and the size of particles in the exhaust stream. Injection pressure
had reduced effects at increased engine speeds. �DOI: 10.1115/1.2432894�
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Introduction
Diesel engines, while efficient and reliable, emit significant

quantities of oxides of nitrogen �NOx� and fine particulate matter
�PM�. NOx is a key component in the formation of photochemical
smog �1�, while PM emissions have been linked to increased car-
diovascular mortality rates, impaired lung development in chil-
dren, and a host of other health impacts �2,3�. As a result, envi-
ronmental regulatory bodies have legislated substantial reductions
in PM and NOx emissions from heavy-duty on-road diesel engines
in the 2007–2010 timeframe �4�.

Techniques for diesel engines to meet the upcoming emissions
regulations include exhaust gas recirculation �EGR�, pulsed injec-
tions, increased injection pressures, and post-exhaust aftertreat-
ment. Shifting from diesel fuel to natural gas can also achieve
substantial emissions reductions �5,6�. One option currently under
development is to retain the late-cycle direct-injection process, but
to replace the bulk of the diesel fuel with direct-injected natural
gas; a diesel pilot injection is retained to initiate the combustion.
This technique reduces NOx and PM emissions with no penalty in
efficiency �5�. One option to achieve further PM emission reduc-
tions from natural-gas direct injection engines is, as for diesel
engines, to increase the injection pressure. The current work stud-
ies the effects of injection pressure over the widest accessible
range of engine operating conditions, investigates the primary fac-
tors by which injection pressure influences harmful emissions, and
identifies its role in changing PM size distributions.

Injection Pressure Effects
Numerous studies report the effects of increasing the injection

pressure on diesel engine performance and emissions. In general,
higher injection pressures significantly reduce PM emissions; this
is often attributed to improved atomization and enhanced air en-

trainment, resulting in a leaner mixture in the spray core and
hence lower soot formation �7–9�. Conversely, in-cylinder studies
suggest that soot formation is actually enhanced by the more rapid
evaporation of the fuel, but that improved mixing also increases
soot oxidation rates, resulting in a net reduction in the engine-out
soot �10,11�. Higher injection pressures reduce the size of the
emitted particles, with significant reductions in the number of
accumulation-mode particles �particle aerodynamic diameter, Dp
�50 nm�. However, at some midload conditions, nucleation-
mode �Dp�50 nm� particle numbers increase substantially �9�.
The effects of injection pressure on particle size distributions de-
crease at higher engine speeds �12�.

Injection pressure also affects NOx emissions, with some re-
searchers demonstrating increases by as much as a factor of three
at some operating conditions �8,11�. Other studies suggest that at
high EGR fractions, NOx is relatively insensitive to injection pres-
sure �13�. One confounding effect in most studies is that the tim-
ing of the injection process is fixed: hence, as increased injection
pressures often reduce the ignition delay, the combustion occurs
earlier in the cycle. Thus, the effects of injection pressure cannot
be decoupled from those of combustion timing, a factor which
strongly influences NOx emissions �14�.

The primary effect of increasing the injection pressure on the
diesel ignition process is to reduce the physical delay �the time
required for the droplets to evaporate and mix to a combustible
stoichiometry�. Chemical effects, relating to the break-up of long-
chain hydrocarbons and the formation of radicals in the precom-
bustion reactions, are typically not as significantly affected by
injection pressure �8,11,15�.

Direct Injection of Natural Gas Combustion
For a pilot-ignited, direct-injected natural gas engine, increas-

ing injection pressure will likely influence the pilot combustion
similarly to that of a diesel engine. Specifically, the atomized liq-
uid spray must evaporate, during which it entrains air, a process
which is sensitive to injection pressure. Conversely, for the burn-
ing gaseous jet, there will be little air entrainment into the core of
the jet, and the effect of injection pressure will most likely be
substantially less. Furthermore, the fraction of the fuel that burns
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in a purely non-premixed combustion event may be very different
from that of an equivalent diesel combustion process. These and
other fundamental physical and chemical differences between a
liquid diesel spray and an underexpanded gaseous jet could well
lead to substantially different influences of injection pressure on
combustion performance and emissions.

The fundamental impacts of injection pressure on gaseous jets
under engine-like conditions have been studied by Rubas et al.
�16� and Hill and Ouellette �17�. Increasing the injection pressure
increases the jet penetration, but proportional to only the 1

4 power
of density �that is, doubling the density of the jet will only in-
crease the penetration by 20%� �17�. Increased injection pressures
will also tend to increase the turbulent motion inside the combus-
tion chamber. Studies of an auto-igniting natural gas jet indicate
that, similar to diesels, higher injection pressures reduce ignition
delay times by enhancing mixing �18�.

In conjunction with other combustion modifications, increasing
the injection pressure can improve the performance of direct-
injection natural gas engines �5,19�. These previous studies did
not attempt to identify systematically the influence of injection
pressure independent of other parameters. Preliminary studies
show that at a midspeed, midload operating condition, increasing
the injection pressure reduces PM emissions with little effect on
other engine performance measures �20�. However, the effects of
injection pressure may vary substantially with in-cylinder condi-
tions; as a result, assessment of these effects over the full engine
operating range is required.

Experimental Apparatus
This study used a Cummins ISX series heavy-duty six-cylinder,

four-stroke, direct-injection diesel engine modified to operate on
only one cylinder. The operating combustion chamber geometry
was unmodified from that of the stock diesel engine. The engine
was equipped with a Westport Innovations Inc. prototype fuelling
system. In this system, the auto-ignition of a small quantity of
diesel pilot fuel, injected into the combustion chamber shortly
before the natural gas �typically, 5–15 deg crank angle �CA� be-
fore top-dead center�, initiates the combustion. The burning diesel
then ignites the natural gas. The natural gas used in these tests
contained predominantly methane �CH4�96 mol % � with small
amounts of ethane �C2H6�2 mol % � as well as N2, CO2, and
propane �all �0.5 mol %�. The pilot fuel was low-sulfur
��500 ppm� road grade diesel that met Canadian General Stan-
dards Board specification CAN/CGSB-3.520.

The SCRE facility has previously been described and charac-
terized �21�. The base �six-cylinder� engine has a rated power of
300 kW and a rated torque of 1966 N m, with a maximum speed
of 1800 rpm. Table 1 provides specific details of the modified
single-cylinder engine. An independent compressor with dryer and
filters supplies clean, dry �dew point −40°C� combustion air. The
exhaust line pressure is maintained approximately 10 kPa above
the intake pressure to drive exhaust gas through a high-pressure
EGR system equipped with an EGR cooler.

The fueling system provides natural gas and diesel to the en-
gine’s internal common fuel rails at pressures up to 31 MPa. Pres-
sures in the fuel rail are controlled to within 0.1 MPa and the
measured amplitude of fluctuation in the rails is less than 3%. The
dual-fuel injector uses concentric needles, with separate solenoids
to control the timing and duration of the diesel and natural gas
injection processes. This allows independent control of the fuel
flow, combustion timing, and injection pressure.

A coriolis type flowmeter measures the natural gas flow, while
a gravimetric system measures the liquid pilot flow. A subsonic
venturi measures the supply rate of fresh air to the engine. A
flush-mounted water-cooled piezo-electric pressure transducer
measures cylinder pressure, while an optical shaft encoder
� 1

2 deg CA resolution� provides the corresponding CA. A raw
emissions bench, equipped with infrared analyzers �CO2, CO,
CH4�, a flame ionization detector �HC�, and a chemiluminescent
analyzer �NOx� measures the gaseous emissions. A second infra-
red analyzer measures the CO2 concentration in the intake stream,
from which the EGR fraction is determined.

Particulate Measurements. Particulate measurements are car-
ried out using a microdilution system where dry nitrogen is used
to dilute a sample drawn from the exhaust stream at volume ratios
of �15:1 �further information is provided in Jones et al. �22��.
The dilution ratio is calculated from measurements of the CO2
concentration in the raw exhaust and in the diluted stream. A
tapered element oscillating microbalance �TEOM� �Rupprecht and
Patashnick Model 1105� measures total particulate mass, includ-
ing solid carbon and condensed volatile species. Previous work
shows that the TEOM is sensitive to sample humidity and filter
face temperature �23,24�. By maintaining high filter face tempera-
tures �50±2°C�, a constant dilution ratio, and sufficient stabiliza-
tion time, the effects of water content on the TEOM are mini-
mised. The TEOM measurements correlate strongly with
gravimetric filter samples �probability of association using chi-
squared analysis �99.9%� �25�.

A TSI Model 3936 scanning mobility particle sizer �SMPS�
provides particle size distributions. The SMPS is composed of a
differential mobility analyzer �DMA� �TSI Model 3085� and a
condensation particle counter �CPC� �TSI Model 3022A�. The
fundamental operation of the DMA is described elsewhere �26�.
The unit used in this work measures particles between 5 nm and
160 nm in mobility diameter; an impactor with a cut diameter of
615 nm excludes significantly larger particles. To avoid saturating
the CPC, a filtered recirculation system provides secondary dilu-
tion of the sample fed to the SMPS at a volume ratio of 14:1.

Experimental Parameters. Due to the SCRE’s high internal
friction, brake-performance parameters �which are often negative�
are not representative of the in-cylinder conditions. As a result, the
engine’s operation is represented on the basis of the gross-
indicated power—the integral of the in-cylinder pressure versus
volume curve over the compression and power strokes only, as
defined in Heywood �27�. This parameter is also used to normalize
the emissions and fuel consumption. The indicated power, normal-
ized by engine speed and displaced volume, provides the gross-
indicated mean effective pressure �GIMEP�, which is representa-
tive of the load. The gross-indicated specific fuel consumption
�GISFC� represents the total fuel mass flow, with the natural gas
component included as an energy-equivalent mass of diesel. Dif-
ferentiating the in-cylinder pressure trace estimates the net heat-
release rate �HRR�, the rate of energy release from the combustion
processes less wall heat transfer and crevice flow losses. By inte-
grating the HRR up to a given crank angle and normalizing by the
total energy released over the full cycle, the fraction of the energy
released up to that point can be determined. The midpoint of this
curve �50% of the integrated heat release—50% IHR� defines the
combustion timing.

Other parameters relevant for control of the single-cylinder en-

Table 1 Research engine and injector specifications

Engine Single cylinder four-stroke
Fueling Direct injection natural gas with

diesel pilot
Displacement 2.5 L
Compression ratio 19:1
Bore/Stroke/Connecting
rod length

137/169/261 mm

Injector Westport Innovations Inc. dual-fuel
concentric needle prototype

Injection control Separate diesel and CNG solenoids
Injector holes Seven pilot, nine gas
Injection angle 18 deg below firedeck
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gine include the oxygen-based equivalence ratio ���ratio of ac-
tual to stoichiometric fuel/oxidizer ratio� and the intake oxygen
mass fraction �Y intO2-the dilution of the charge�, which is 0.23 for
undiluted air and decreases with increasing dilution �increasing
EGR�. Defining �, Y intO2, 50%IHR, GIMEP, and engine speed
fully constrains the engine’s operating condition. A comprehen-
sive discussion of appropriate operating condition definitions for
an EGR-equipped nonstoichiometric engine is available in the lit-
erature �28�.

Experimental Methodology. This study investigated the ef-
fects of injection pressure over the full range of engine operating
conditions accessible to the single-cylinder test facility �Table 2�.
Parameters held constant included the combustion timing �50%
IHR at 10 deg after top-dead-center �ATDC��, the separation time
between pilot and gas injections �1.0 ms�, and the pilot quantity
�5 mg/ injection�. The constant pilot quantity resulted in a change
in the pilot fraction �on an energy basis� from 11% at low load to
3% at high load. The selected combustion timing provided a rea-
sonable tradeoff between NOx emissions and efficiency based on
previous results, and is similar to the timings used in conventional
multicylinder engines �20�. Statistical assessment of the results
used an analysis of variance �ANOVA�, whose main role was to
identify which of the principal effects and interactions were
significant.

To facilitate the statistical analysis, the test plan was based on a
completely randomized full-factorial experimental design, with
two replications per test point. This resulted in eight data points
per operating condition and a total test matrix of 48 points. To
avoid high-order interactions between engine speed and load, two
separate ANOVAs were executed, one for the three conditions
where load was constant �3, 5, and 6� and one where speed was
constant �1, 2, and 3�. Thus, these analyses will identify the effect
of speed and load �both in combination with injection pressure
and EGR� independently. In carrying out the analysis, an � level
of 0.05 �a 1 in 20 chance of identifying a significant effect when
one is not present� was used. Further details on the model devel-
opment can be found elsewhere �25�; for further information on
statistical analysis and design of experiments, the reader is re-
ferred to one of a number of excellent textbooks on the subject

�e.g., Ref. �29��.
A further test set was carried out at the peak-torque condition

�point No. 5 in Table 2�, at both intake oxygen mass fractions. For
this case, the injection pressure was varied over a wider range
�four values, from 18 MPa to 30 MPa� to provide improved ex-
perimental resolution. Tests were conducted with both diluted
�EGR� and fresh charge; for the diluted case, the combustion tim-
ing was retarded �from 10 deg to 17.5 deg ATDC� to investigate
the effect of injection pressure on the late-stage combustion pro-
cess.

Results
Previous work indicates that the various engine operating con-

dition parameters interact significantly and in a nonlinear fashion
�28�. Therefore, any analysis that includes multiple operating con-
dition parameters will routinely exhibit third-order and higher in-
teractions, making statistical interpretation of the results difficult.
In this work, the primary interest in the effects of operating con-
dition is how they relate to the influence of variations in injection
pressure. As a result, the effects of injection pressure are analyzed
as a function of speed and load independently. The ANOVA re-
sults indicate which effects are statistically significant; graphical
presentation of the results provides further information on the di-
rections and magnitudes of the identified influences.

Statistical Results. Table 3 shows the ANOVA results for the
effect of injection pressure at various loads �at constant speed�;
significant associations, defined as a P value of �0.05 �the prob-
ability of the factor not having a significant effect on the measured
parameter being less than 5%� are shown in bold font. The results
indicate that for most emissions, load interacts significantly with
both the injection pressure and the intake oxygen mass fraction.
�Recall that an interaction term indicates that the response of the
dependent variable to one independent variable varies for different
levels of a second independent variable: i.e., if dependent variable
C responds differently to a change in parameter A at different
levels of parameter B, then there is an interaction effect between A
and B on C.� If the results include significant second-order inter-
action terms, the lower-order terms �main effects� may not be

Table 2 Engine operating condition definitions

ID
Speed
�rpm�

GIMEP
�bar�

Load
�% of max.� � Y intO2

Pinj
�MPA�

Pilot
�%�

1 800 3 10 0.3 0.23,0.19 21,30 11
2 800 8.5 40 0.45 0.23,0.19 21,30 6
3 800 13.5 70 0.6 0.23,0.19 21,30 3
4 1200 8.5 40 0.45 0.23,0.19 21,30 6
5 1200 13.5 70 0.6 0.23,0.19 21,30 3
6 1500 13.5 70 0.6 0.23,0.19 21,30 3

Table 3 Effects of injection pressure ANOVA at 800 rpm

P value

Term DOFb GISFC CO NOx HC PM Comb. dur.

Load 2 0 0 0.008 0 0 0
Y intO2

1 0.159 0 0 0 0 0.049
Pinj

1 0.863 0 0.002 0.064 0 0
Loada Y intO2

2 0.062 0 0.002 0 0 0
Loada Pinj

2 0.17 0 0.033 0.134 0 0.135
Y intO2

a Pinj
1 0.24 0.091 0.066 0.3 0.062 0.055

Loada Y intO2
a Pinj

2 0.346 0.332 0.746 0.933 0.021 0.49
Experimental error 23

aInteraction between parameters.
bDOF �degrees of freedom�: the number of unconstrained variables used in calculating the parameter effects.
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accurately represented by the ANOVA �29�.
Salient results from the ANOVA at fixed speed include that the

GISFC is independent of injection pressure. The CO and NOx
emissions display significant second-order interactions between
injection pressure and load, indicating that the influence of injec-
tion pressure varies with load. The HC emissions ��95% un-
burned CH4� show no interactions with injection pressure, sug-
gesting that the effects of injection pressure on HC emissions do
not vary significantly with either load or intake dilution. The PM
emissions show a third-order interaction between load, injection
pressure, and intake oxygen mass fraction; this suggests that the
effects of injection pressure vary with the levels of both load and
intake dilution.

Table 4 shows the results of the ANOVA conducted for the
three speeds at high load. Important effects identified include that
injection pressure does not have a consistent influence on either
the GISFC or the NOx emissions at high load. The effects of
injection pressure on combustion duration vary with speed, while
the effects on CO and HC emissions vary with both engine speed
and intake dilution. The PM emissions depend on injection pres-
sure, speed, and intake dilution independently �main effects�;
there are no significant interactions. This indicates that at high
load, the effects of injection pressure on PM are consistent and
statistically significant at all the conditions evaluated. In general,
the ANOVA results demonstrate that the influences of injection
pressure tend to depend on the engine’s speed and load, but not as
frequently on the intake dilution level. The presence of second-
order interactions limits the evaluation of the significance of the
main effects. To develop further insight into the effects of injec-
tion pressure requires graphical interpretation.

Effects of Operating Condition. As shown in the preceding
statistical analyses, the influence of injection pressure on emis-
sions depends strongly on operating condition. The results are
presented graphically �Figs. 1–5� with each dependent parameter
plotted individually; each plot includes all six speed/load operat-

ing conditions. For a given operating condition, the individual
bars represent the low and high injection pressure cases, with and
without intake dilution �EGR�. The values shown are averages of
the two values collected for each test point. Table 5 provides a
tabular representation of the results, including the pressure ratio
between the injection pressure and the peak cylinder pressure
�Pinj / Pcylmax� for each condition. This pressure differential indi-
cates that for the low-load cases, the pressure ratio is as much as
five times greater than the cylinder pressure; however, at the high-
speed, high-load, low injection pressure condition, the injection
pressure is only 30% higher than the peak cylinder pressure. As
will be discussed later, this has a substantial influence on the
effects of injection pressure at different operating conditions.

Figure 1 demonstrates the statistically insignificant effect of
injection pressure on GISFC. Of the other parameters, load has the
largest influence on GISFC, with optimum efficiency at the mid-
load cases. The influence of injection pressure on NOx emissions
�at constant 50%IHR timing, Fig. 2� varies in a statistically sig-

Table 4 Effects of injection pressure ANOVA at 13.5 bar GIMEP

P value

Term DOF GISFC CO NOx HC PM Comb. fur.

Speed 2 0 0 0 0 0.031 0
Y intO2

1 0.041 0 0 0 0 0.001
Pinj

1 0.766 0.004 0.845 0.382 0.043 0
Speeda Y intO2

2 0.143 0.027 0.001 0 0.228 0.972
Speeda Pinj

2 0.172 0 0.253 0.011 0.08 0.002
Y intO2

a Pinj
1 0.073 0.169 0.84 0.398 0.49 0.204

Speeda Y intO2
a Pinj

2 0.693 0.019 0.344 0.003 0.252 0.067
Experimental error 23

aInteraction between parameters.

Fig. 1 Injection pressure and operating condition influences
on GISFC „g/GikWhr…

Fig. 2 Injection pressure and operating condition influences
on NOx emissions „g/GikWhr…

Fig. 3 Injection pressure and operating condition influences
on CO emissions „g/GikWhr…
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nificant manner �Tables 3 and 4� with operating condition. Higher
injection pressures appear to increase NOx without intake dilution
�except at 1600 rpm�; however, as Table 4 showed, this result was
not consistent or statistically significant over the range of engine
speeds investigated. With intake dilution �EGR�, the NOx results
show no consistent dependence on injection pressure; only at the
midload �0.45�, at both 800 and 1200 rpm� do higher injection
pressures significantly increase NOx emissions. The particularly
large increase at 800 rpm was due to test condition repeatability,
where both low-injection pressure cases had, by chance, intake
oxygen mass fractions of approximately 0.185, compared to 0.191
for the high injection pressure cases. The extreme sensitivity of

NOx to intake dilution has previously been demonstrated �28�.
This was the only condition where the difference in intake oxygen
concentration was greater than 0.003; as a result, this effect should
not have influenced the accuracy of the results at any of the other
conditions.

The statistical results �Tables 3 and 4� indicate that the effects
of injection pressure on CO emissions vary significantly with op-
erating condition �speed, load, and intake dilution�. Figure 3 dem-
onstrates these complex interactions; in general, the CO emissions
are greatest at the highest loads, while intake dilution doubles the
CO emissions at almost all the operating conditions. At low speed
�and midspeed midload� higher injection pressures tend to reduce
CO emissions. However, at high load at intermediate speed, the
CO emissions are relatively unchanged by higher injection pres-
sure, while at high speed the CO emissions are significantly in-
creased. This nonlinear behavior of CO with injection pressure
may be due to the competing influences of enhanced mixing and
increased turbulent shear stresses as the injection pressure in-
creases, as will be discussed later.

Similar to the CO emissions response, the effects of injection
pressure on HC emissions �Fig. 4�, vary with operating condition.
At all the conditions, the HC emissions are primarily methane,
indicating that unburned gaseous fuel is the principal source of
this pollutant. Hydrocarbon emissions are, on a power-specific
basis, highest at low load. This may be at least partially a result of
unburned fuel from fixed-volume sources such as the nozzle sac;
the amount of fuel which is retained during the combustion event,
and is then released late in the combustion cycle, will be essen-
tially constant on a per-cycle basis, leading to higher power-
specific emissions at low-power levels. Other factors, including
increased turbulent strain leading to more local extinction events
may also be contributing to the HC emissions. The variability in
the HC emissions with operating condition demonstrates the com-
plex interactions between these various potential mechanisms. At
all the operating conditions, the effects of injection pressure on
HC emissions were secondary to the influences of operating con-
dition and intake dilution.

Injection pressure has a strong and relatively consistent influ-
ence on PM emissions, as shown in Fig. 5. The PM emissions are
also affected by intake dilution and load, as demonstrated in Table
3. At low and midload, PM emissions are relatively insensitive to
intake dilution or injection pressure. At high load, increasing the
injection pressure reduces PM emissions by a factor of almost
three both with and without intake dilution. In general, at low-load
PM emissions are relatively low, and increases in intake dilution
do not substantially increase them. PM emissions at these loads

Fig. 4 Injection pressure and operating condition influences
on HC emissions „g/GikWhr…

Fig. 5 Injection pressure and operating condition influences
on PM emissions „g/GikWhr…

Table 5 Summary of data from operating condition tests

Operating condition
800 rpm
2.5 bar

800 rpm
8.5 bar

800 rpm
13.5 bar

1200 rpm
8.5 bar

1200 rpm
13.5 bar

1600 rpm
13.5 bar

Pinj 21 30 21 30 21 30 21 30 21 30 21 30
Parameter Y intO2

GISFC
�g/GikWhr�

0.23 210 210 188 189 203 196 183 184 193 192 189 189
0.19 215 224 189 187 199 199 181 184 191 191 180 184

NOx

�g/GikWhr�
0.23 7.2 8 6.2 7.9 5.8 6.1 4.4 4.8 4.3 4.4 4.3 3.6
0.19 1.1 1.1 0.94 1.9 1.2 1.3 0.83 1 0.96 0.93 0.62 0.6

CO
�g/GikWhr�

0.23 3.9 3.1 0.96 0.97 11.6 3.1 2.7 1.6 10.3 9.3 6 8.5
0.19 6.7 6.2 4.2 2.6 19.6 8.8 5.3 4.1 17.6 17.7 7.8 15.5

HC
�g/GikWhr�

0.23 3.4 2.5 0.43 0.55 0.3 0.4 0.46 0.55 0.28 0.32 0.38 0.4
0.19 8.3 6.9 2.34 1.82 0.82 0.67 1.58 2.01 1.2 0.98 1.14 1.5

PM*100
�g/GikWhr�

0.23 2 1.7 1.1 1.1 3.4 0.84 1.1 1 5.4 2 4.6 3.8
0.19 2.5 2.1 1 1 10.8 3.5 2.5 1.2 19.2 9.3 12.9 9.3

Comb. Dur.
�°C A�

0.23 5 4.7 15.5 11 24.5 19.8 24.3 22.3 31 27.3 38 31.8
0.19 8 7 11.5 10 22.3 18 22 18 28.5 25.3 38.5 27.3

Pinj /Pmax
0.23 3.3 4.8 2.1 2.7 1.5 2.2 2.1 3 1.5 2.2 1.5 2.1
0.19 2.8 3.9 1.8 2.4 1.4 1.9 1.9 2.7 1.4 2 1.3 1.9
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have previously been attributed to volatiles originating from the
lubricating oil or the diesel pilot �22�. At higher load conditions
and with intake dilution, the carbonaceous component of the PM,
which originates mainly from the natural gas, is significantly
greater. This suggests that increases in the injection pressure are
significantly reducing PM formation in the natural gas flame. Dif-
ferentiating the effects of increased in-cylinder turbulence due to
the higher injection pressure from the effects on the gas jet dy-
namics is an area of ongoing research.

Injection Pressure Details. In the preceding section, a range of
operating conditions was investigated at only two injection pres-
sures �21 and 30 MPa�. As such, any nonlinear effects of injection
pressure would not have been identified. As discussed previously,
a more detailed study was also carried out at the midspeed high-
load operating condition �test condition No. 5 in Table 2�. In con-
ducting the tests, variations in the operating condition were mini-
mized by restricting the randomization of the tests. Due to this
restriction, the results were not statistically analyzable.

In general, the trends in emissions and performance for the
three conditions, shown in Fig. 6, are comparable to those in the
earlier tests. For all three cases, increased injection pressure re-
duces PM emissions in a generally linear manner; in all cases, the
reduction between the lowest and highest pressures is approxi-
mately 50%. Increased injection pressure results in a relatively
small increase in NOx and a correspondingly small reduction in
HC. There is no consistent trend in GISFC with injection pressure.
The CO emissions, however, respond in a nonlinear manner to
injection pressure; at all three conditions, CO is maximized be-
tween 22 and 26 MPa injection pressure. This may explain the
varying influence of injection pressure on CO emissions �Fig. 3�,
as at different operating conditions the location of the peak CO
emissions levels varies substantially. At 1600 rpm, the peak may
be shifted toward higher injection pressures, resulting in the ob-
served increase between 21 and 30 MPa. This is most likely due
to changes in in-cylinder turbulence intensity, as well as the in-
creased overall combustion duration �in degrees CA� for the
higher speed condition.

Although the nonrandomness of the test plan means that com-
parisons between operating conditions are not reliable, it would
appear that in general the trends in emissions and performance are
consistent at the different conditions. This indicates that the ef-
fects of injection pressure, at this high-load condition, are rela-

tively independent of intake dilution and combustion timing.
However, the specific levels of the emissions vary substantially
between the operating conditions tested.

In-Cylinder Performance. Higher injection pressures reduce
the combustion duration �from 5% to 95% of the integrated HRR�
�Fig. 7�. The fact that the rate at which the fuel is introduced into
the combustion chamber has a significant impact on the combus-
tion duration indicates that the overall duration of the combustion
process is at least partially controlled by the mixing rate. As such,
any method which increases the injection rate will tend to reduce
the combustion duration.

The in-cylinder pressure trace and HRR provide further insight
into the combustion event; Fig. 8 shows these for the low-load,
low-speed condition �Table 2, point No. 1�. At this condition, both
with and without dilution, the influence of injection pressure is
relatively minor. The greatest difference is a shorter delay between
diesel start-of-combustion �first peak on the HRR plot around
0 deg CA for all conditions� and the main combustion event. This
shorter delay �approximately 1 deg CA in both cases� may con-
tribute to the observed reductions in HC emissions. Higher injec-
tion pressures slightly increase the peak HRR in both cases; this
results in a slightly shorter overall combustion. Figure 9 shows a
similar set of plots for the midspeed, high-load condition. Increas-
ing the injection pressure substantially increases the combustion

Fig. 6 Effect of injection pressure at a single operating condition „1200 rpm, 13.5 bar GIMEP, � 0.6…

Fig. 7 Injection pressure and operating condition influences
on combustion duration „degree CA…
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rate, with and without intake dilution. The main-fuel combustion
starts significantly �approximately 2 deg CA� earlier for the lower
injection pressure, but the late-phase combustion processes �after
15 deg CA� are virtually indistinguishable. These effects are due
to the more rapid injection of fuel, resulting in a greater fraction
of the fuel having mixed to a combustible level before ignition
occurs. The fact that the effects of injection pressure are more

significant at high load is due to the relatively small differential
pressure between the fuel rail and the combustion chamber �Table
5�. The increase in injection pressure has a relatively larger effect
than it does at low load, where the differential pressure is already
very high.

Effect on Particle Size Distributions. The particle size distri-

Fig. 8 Effect of injection pressure on cylinder pressure „left… and heat-release rate „right… at 800 rpm,
3 bar GIMEP, � 0.25

Fig. 9 Effect of injection pressure on cylinder pressure „left… and heat-release rate „right… at 1200 rpm,
13.5 bar GIMEP, � 0.6
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butions at the low-speed, low-load condition are shown in Fig. 10.
�Note that the distributions are adjusted for dilution ratio, such
that they represent the number concentration per unit volume of
raw exhaust.� Both with and without intake dilution, the injection
pressure has very little influence on the number distribution. In
both cases, there is a discernable “nucleation mode” �Dp

�50 nm� peak, although with intake dilution, the “accumulation
mode” �Dp�50 nm� peak is larger. For diesel engines, the nucle-
ation mode particles are thought to be primarily condensed liquid
droplets, comprised of sulfuric acid, water, and volatile hydrocar-
bons that have nucleated in the exhaust stream �30�. Diesel-engine
researchers report that the mode of the nucleation peak occurs at
particle diameters of approximately 10 nm �31�, which is similar
to the mode of the peak shown in Fig. 10. This suggests that the
bulk of the particulate emissions at this condition are composed of
volatile species which are unaffected by changes in injection
pressure.

Increasing the load at the same speed �point No. 3 in Table 2�
significantly affects the particle size distribution �Fig. 11�, with a
unimodal distribution with no indication of a nucleation-mode
peak. This suggests that engine-out particles are making a greater
contribution to the total emissions, as these particles tend to be
larger due to longer residence times and higher concentrations in
the predilution exhaust system; this results in greater particulate
agglomeration. At the same time, any volatiles in the exhaust will
tend to condense onto these particles rather than forming new
nucleation mode particles. Higher injection pressures reduce both
the number and the mode diameter of these particles, both with
and without EGR. The number concentration of particles less than
�25 nm in mobility diameter is as much as an order of magnitude
lower at higher injection pressures. The fact that the particles are
both smaller and fewer in number suggests that the higher injec-
tion pressure is leaving less time for particulate inception to occur.
This is consistent with higher fuel-air mixing rates, resulting in a
shorter residence time for the particle precursors to nucleate in the
high-temperature fuel-rich region of the combustion zone.

The size distributions for the high-speed, high-load case �Fig.
12, point No. 6 in Table 2� indicate a relatively small effect of
injection pressure, compared to lower speed conditions. This co-
incides with the relatively smaller influence on total PM mass
shown in Fig. 5, and agrees with results from diesel-fueled engine
research �12�. This provides further evidence that the injection
pressure is having less of an effect on improving the turbulent
mixing process at higher speeds.

Discussion
In general, the effects of injection pressure on the natural gas

combustion system are qualitatively similar to those observed in
diesel engines, including reduced ignition delay times, reduced
particulate matter emissions, and higher NOx emissions �without
intake dilution�. Conversely, some diesel engine results suggest
that significant increases in total particle number occur with
higher injection pressures at certain conditions; no such results are
observed with natural gas combustion. There are most likely other
significant differences between natural gas and diesel combustion.
However, without conducting identical tests on the same engine
with diesel fueling, it is not possible to provide more than broad
generalities on the apparent similarities in the influence of injec-
tion pressure on the two different combustion systems.

The results show that the injection pressure has a significant
influence on emissions, but little impact on efficiency, of a pilot-
ignited direct-injection of natural gas engine. The effect varies
with engine speed and load due to changes in the in-cylinder
conditions. At low speed, the in-cylinder turbulence will be at its
lowest levels, while as the speed increases, in-cylinder turbulence
induced by charge induction and piston motion increases. As such,
the effects of higher injection pressures enhancing in-cylinder tur-
bulence could be most significant at low speed; as speed in-
creases, the relative importance of the charge-induced motion be-

comes larger. This is the most likely explanation for the significant
variations in the effects of injection pressure on CO and NOx as a
function of speed. Furthermore, the increased turbulence induced
by higher injection pressures appears to be more significant at
high load �where the reduction in PM is very substantial� than at
lower loads. The most likely reason for this is that the 21 MPa
injection pressure is already substantially higher than the in-
cylinder pressure at low load �as demonstrated by the differential
pressure in Table 5�; this provides sufficient turbulence for the
combustion to complete rapidly. Hence, turbulent mixing does not
appear to be the limiting factor for the combustion event at low-
load conditions, with and without EGR, at constant oxygen
equivalence ratio. From the particulate size distributions, it ap-
pears that at low-load conditions nucleation of volatile hydrocar-
bons or sulphates is a significant contributor to the PM loading.

Fig. 10 Effect of injection pressure on particle size distribu-
tions, at 800 rpm, 3 bar GIMEP, � 0.25

Fig. 11 Effect of injection pressure on particle size distribu-
tions, at 800 rpm, 13.5 bar GIMEP, � 0.6

Fig. 12 Effect of injection pressure on particle size distribu-
tions, at 1600 rpm, 13.5 bar GIMEP, � 0.6
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The fact that injection pressure does not influence the size distri-
bution suggests that it also has little influence on volatile emis-
sions.

At higher loads, the effect of injection pressure is more signifi-
cant, as the in-cylinder pressure is higher; this results in a larger
relative change in the fuel-combustion chamber differential pres-
sure over the same range of injection pressures. The higher injec-
tion pressure tends to increase the density gradient between the
underexpanded gas jet and the combustion chamber while also
increasing the kinetic energy of the jet. This has a substantial
influence on the combustion process, primarily through enhanced
turbulence in the combustion chamber. Enhanced fuel-jet turbu-
lence may also be leading to reduced soot formation �as there is
less time in the high-temperature fuel-rich zone� as well as en-
hancing soot oxidation in the later stages of combustion. This
effect is more significant with intake dilution, where the in-
cylinder pressure is higher, the combustion duration is longer, and
PM levels are higher. Offsetting these influences at the higher
speeds are the increases in the in-cylinder turbulence due to the
more rapid piston motion and the longer injection duration �rela-
tive to the piston motion; the absolute time for injection is rela-
tively unchanged�.

Conclusions

1. At high loads, higher injection pressures substantially reduce
both mass and number of PM emissions. At low load, post-
exhaust nucleation mode particles dominate the PM loading;
the mass and number of these particles are independent of
injection pressure. The effects of injection pressure on PM
become less significant as in-cylinder turbulence increases
with engine speed.

2. The combustion process at all operating conditions is re-
stricted by the rate at which the fuel and oxidizer are mixing.
Increasing the injection pressure increases both the mass
flux of fuel into the combustion chamber and the in-cylinder
turbulence, resulting in enhanced mixing, reducing the com-
bustion duration and increasing the peak combustion inten-
sities.

3. The injection pressure has a significant impact on emissions
but little influence on fuel consumption. The nature of the
influence depends strongly on operating condition param-
eters including engine speed, load/equivalence ratio, and in-
take oxygen mass fraction. Significant high-order interac-
tions between operating condition parameters indicate that
most of the emissions are a result of multiple competing
influences, the relative importance of which varies substan-
tially with operating condition.

4. At low and moderate speeds, CO emissions are reduced with
higher injection pressures. At the highest engine speed, CO
emissions are increased, possibly due to changes in the rela-
tive contributions of cylinder and gaseous-jet induced turbu-
lence to the combustion process. The effects of injection
pressure on HC emissions are inconsistent and insignificant
compared to the effects of operating condition and intake
dilution.

5. At higher in-cylinder pressures �high load�, the differential
pressure between the injected fuel and the cylinder is lower;
hence increasing the injection pressure has a greater influ-
ence on the combustion process. With high differential pres-
sures, the flow through the nozzle is choked, resulting in less
sensitivity to in-cylinder conditions.

6. Without EGR, NOx emissions are slightly increased with
higher injection pressures due to more rapid and more in-
tense combustion. With EGR, the effects of injection pres-
sure on NOx are not significant; differences due to variabil-
ity in the intake dilution level dominate the observed
variations in the NOx emissions.
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Prediction of Peak Cylinder
Pressure Variations Over Varying
Inlet Air Condition of
Compression-Ignition Engine
Peak cylinder pressure �pmax� of a compression-ignition engine can be affected by the
engine inlet air condition, such as its inlet air temperature �Ti� and pressure �pi�. The
variation of peak cylinder pressure due to varying inlet air temperature or pressure is
analytically studied. A model is developed and simplified, and thus the variations of pmax
can be predicted along with varying inlet air temperature or pressure. The analysis and
prediction indicate that cylinder active compression ratio (CR) and intake air boost ratio
�pm0 / pi0� play relatively significant roles in affecting the variation of pmax over inlet air
temperature and pressure, and the pressure variation is proportional to CRk and ratio
pm0 / pi0. Comparison between the predicted results using the simplified model and those
from engine experiments shows a close agreement in both the trend and magnitude. The
investigation and prediction also include modeling the variation in pmax due to varying
the cylinder TDC clearance volume �Vc�. The simplified model is presented and shows
that the change in pmax versus varying Vc also depends on the cylinder compression ratio.
It is indicated that for a certain change in the clearance volume, a higher compression-
ratio configuration would produce a greater change in pmax than a lower one does,
especially as the rest of the engine design and operating parameters remain unchanged.
�DOI: 10.1115/1.2431389�

Introduction
Peak cylinder pressure �pmax�, indicated on a general curve of

cylinder pressure versus crank angle position in Fig. 1, is one of
the primary in-cylinder combustion parameters affecting not only
the output performances, but also the level of mechanical loading
on the power subassembly components of a compression-ignition
engine. Consider medium and low-speed compression-ignition en-
gines, which are widely used for marine, power generation, and
diesel-electric locomotive applications, and usually operate con-
tinuously at their respective rated speed and full load conditions.
Then, pmax of a full-load operation of an engine of this type is
usually set close to but not exceeding a specified allowable maxi-
mum at a standard inlet air condition, as described by Hsu and
Chen �1� and Chen et al. �2�. The inlet air condition under con-
sideration in this work mainly include inlet air temperature �Ti�
and inlet air pressure �pi�. The inlet air herewith refers to the air
either entering directly the intake manifolds of a naturally aspi-
rated engine or entering the turbocharger compressor of a turbo-
charged engine.

The general outputs and performance of a compression-ignition
engine are influenced by inlet air temperature and pressure, such
as described by Spence and William �3�. It is also understood that
as the engine inlet air Ti or pi or both changes, pmax will vary to be
higher or lower, depending on the direction of the inlet air condi-
tion changing, as discussed by Chen et al. �4� for varying Ti and
by Chen and Hsu �5� for varying pi. Thus, it is needed, in design-
ing and operating an engine of this type, to understand and evalu-
ate quantitatively the variation of pmax due to changing the inlet
air condition parameters. A simple analytical model and prediction
can be beneficial and can provide preliminary and useful indica-

tions of the variation in pmax before any engine experimental mea-
surements or engine in-cylinder cycle simulations become avail-
able and convenient. The development of such a simple model and
prediction for the variation of pmax versus Ti and pi of a
compression-ignition engine is focused in this paper. The analysis
and modeling also include the investigation of the variation in
pmax due to varying the cylinder clearance volume �Vc� when the
piston is located at the top dead center �TDC�.

Model and Prediction of pmax Variation
The peak pressure pmax of a compression-ignition engine is

composed of intake manifold air pressure �pm� and two pressure
rises from pm: the pressure rise due to the cylinder gas
compression/expansion without combustion and the pressure rise
due to the combustion heat added to the cylinder content, which
also undergoes compression/expansion thereafter toward pmax, as
graphically illustrated in Fig. 1. Then, the variation ��pmax� of
pmax over the inlet air parameters Ti and pi is studied based on a
simple air-standard cycle analysis treating the cylinder content as
an ideal gas, such as the air-standard cycle described in �6� by
Heywood. Consider that using an extended air cycle analysis, Hsu
�7,8� evaluated the instant pressure rise due to the amount of
combustion heat added into the cylinder content at an arbitrary
crank-angle position. Thus, the determination of the total pressure
rise toward pmax during the engine cycle is developed, as de-
scribed in the Appendix. With the derivation in more detail given
in the Appendix, peak pressure pmax, which occurs at crank-angle
position �pmax and cylinder volume Vpmax, is written as

pmax = pmCRk� Vc

Vp max
�k

+
RQ

cvVc
� Vc

Vp max
�k�V�

Vc
�

Ave

k−1 ��p max

��

= pmCRk� Vc

Vp max
�k

+
RQ

cvVc
�p MPa �1�

where CR is cylinder active compression ratio, Vc the cylinder
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TDC volume, k a cycle-averaged cylinder process polytropic in-
dex, R the gas constant, cv the constant-volume specific heat of
the cylinder content, Q the amount of combustion heat added into
the cylinder content per cycle, and �p is a ratio factor of the actual
pressure rise of pmax due to combustion heat to the rise of pmax if
the combustion heat Q per cycle is added into the cylinder content
at TDC.

Then, �p in Eq. �1� is either greater or smaller than unity, de-
pending on the crank-angle position of the combustion duration,
as finite durations of fuel injection and combustion always take
place in a real engine. Again, the first term on the right-hand side
of Eq. �1� indicates the pressure rise due to the cylinder content
solely under compression/expansion, and the second term is the
pressure rise due to the heat of combustion added prior to pmax,
which occurs at Vpmax.

It may reasonably be assumed for a compression-ignition diesel
engine that the variation in the combustion heat release behavior
is less significant than the variation in the compression/expansion
of the cylinder content as solely inlet air temperature Ti or pres-
sure pi varies with fuel injection/combustion timing remaining
unchanged. Then, the variation of pmax versus varying Ti and pi
can be obtained as an approximate function of compression ratio
CR, variation of pm, and position of pmax over Ti and pi as

dpmax � CRk� Vc

Vp max
�k� �pm

�Ti
dTi +

�pm

�pi
dpi� �2�

Intake manifold air pressure pm of a compression-ignition en-
gine varies as inlet air temperature Ti or pressure pi changes.
Although the variation is straightforward to be understood and can
be easily determined for a naturally aspirated engine when Ti or pi
changes, the determination of the variation for a turbocharged
engine is more complex due to the turbocharger operational re-
sponses to engine input conditions, such as described, in general,
by Watson and Janota �9�, and mentioned for medium speed diesel
engine by Geist and Holtbecker �10�. For the sake of modeling
and determination of a change in pm due to varying Ti or pi with
intake manifold air temperature Tm remaining unchanged, the re-
lation between pm and the parameters of Ti and pi in this work for
a turbocharged engine are expressed using the form as follows:

pm

pm0
= � Ti

Ti0
�−n� pi

pi0
�m

�3�

where n and m are exponential coefficients that describe the ef-
fects of Ti and pi on pm, and the subscription 0 simply refers to a
standard reference condition of pm, Ti, and pi. It is apparent that
m=1 and n=0 for a naturally aspirated engine. For a turbocharged
and intercooled engine when Tm remaining constant in a general
case, the values of n and m are both greater than zero and gener-
ally less than unity due to the effect of the turbocharger opera-

tional responses to varying Ti or pi on manifold air pressure pm.
For example, when Ti is higher or pi is lower, the density of the
charge air entering the turbocompressor will be lower, but the
turbocharger will be driven to become faster due to the increased
exhaust energy content and vice versa.

The actual values of the exponential coefficients m and n may
vary between different designs/configurations of engines or turbo-
chargers. The values of m and n can be quantitatively determined
for a particular engine, analytically or experimentally as its engine
and turbocharger configuration is specified. For example, the co-
efficient n was determined in an experimental work to be 0.8 for a
medium-speed turbocharged diesel engine, as described by Chen
�11� and this value of the coefficient n is also used later in the
work of this paper. The value of m is determined and verified
using the experimental data for a particular diesel engine later in
this paper. Then, substitute Eq. �3� into Eq. �2� for pm, consider
that Ti and pi vary independently of each other from reference Ti0
and pi0, respectively, and Eq. �2� becomes

dpmax � CRk� Vc

Vp max
�k

� �− npm0
Ti0

n

Ti
n+1dTi + m� pm0

pi0
�

�� pi

pi0
�m−1

dpi	 �4�

Furthermore, integrating Eq. �4� over Ti and pi results in the varia-
tion of pmax, which is at Ti, pi, and pm, from pmax0, which is at Ti0,
pi0, and pm0, as follows:

pmax − pmax 0 = �pmax = pm0CRk� Vc

Vp max
�k

�
�� Ti

Ti0
�−n

− 1	 + �� pi

pi0
�m

− 1	� �5�

It is understood that pmax occurs at a position usually after but
close to TDC in a practical compression-ignition engine, depend-
ing on the crank-angle location of the fuel injection and burning
duration. Then Eq. �5� may be simplified to

�pmax = pm0CRk
�� Ti

Ti0
�−n

− 1	 + �� pi

pi0
�m

− 1	� MPa �6�

Thus, with pm0 and CR specified for a particular engine, �pmax
versus Ti or pi can be determined using the model equation �Eq.
�5�� or the simplified model �Eq. �6��. Recognizing that the value
of the cycle-averaged polytropic index k may also vary between
different engine designs/configurations, where the cylinder con-
tent heat transfer to the cylinder walls may change �7�, the index
needs to be evaluated and determined once a particular engine is
specified and studied.

Variation of pmax Over Inlet Air Ti

The variation of pmax, due to varying Ti only, is herewith inves-
tigated. For varying Ti only, Eqs. �5� and �6� become

�pmax = pm0CRk� Vc

Vp max
�k�� Ti

Ti0
�−n

− 1	 �7�

and

�pmax � pm0CRk�� Ti

Ti0
�−n

− 1	 �8�

Results of �pmax versus Ti predicted using both Eq. �7� as a model
and Eq. �8� as a further-simplified model for an assumed engine
sample with its relevant parameters specified are plotted in Fig. 2.
Without knowing the location of pmax �Vpmax�, the simplified
model Eq. �8� is able to closely predict a change in pmax due to
varying Ti, about 10% over those from using the model equation
�Eq. �7��, as shown in Fig. 2.

Fig. 1 Illustration of peak cylinder pressure
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The rate of variation of pmax over Ti is obtained by rearranging
and simplifying Eq. �4� as

dpmax/pm0

dTi/Ti0
� − nCRk� Ti

Ti0
�−�n+1�

�9�

The dimensionless term �dpmax/ pm0� / �dTi /Ti0� is evaluated and
plotted versus Ti at various CR, as shown in Fig. 3, where Ti0
=25°C is used. As a result of the determination using the model
of prediction, the term of �pmax/ pm0 is plotted versus Ti at various
CR in Fig. 4. It is indicated that the magnitude of �pmax due to
varying Ti increases as CR increases, and the rate of �pmax varies
as Ti moves away from its baseline condition Ti0.

Figure 5 shows the predicted results of �pmax affected by the
baseline intake air boost ratio pm0 / pi0 as Ti changes from its base-
line condition Ti0. As indicated in Fig. 5, the effect of changing Ti
on varying pmax is stronger when the air boost ratio pm0 / pi0 be-
comes bigger.

Then, comparing the rates of variation of pmax versus Ti for two
different compression ratios to the same baseline conditions, using
Eq. �9�, gives

dpmax 1

dpmax 2
= �CR1

CR2
�k

�10�

which indicates that the pmax variation versus Ti is proportional to
CRk. Thus, the variation of pmax corresponding to varying Ti of a
higher-CR engine configuration is greater than that of a lower-CR
configuration. Starting from an identical pmax at a standard Ti, the
engine under a higher compression ratio will result in a larger pmax

than that under a lower compression ratio as Ti becomes lower,
vice versa, as displayed in Fig. 4.

Experimental results of the engine-average change in pmax from
testing a medium-speed diesel engine are used in this work to
verify and validate the model and prediction for �pmax versus Ti.
The engine tested was a 16-cylinder GE-7FDL four-stroke diesel
engine with its general specifications described in �2�. It was tur-
bocharged and intercooled, and was able to deliver a full brake
power of 3356 kW at the rated speed of 1050 RPM. The experi-
mental results of the average change in pmax from testing the
engine are presented in Fig. 6 versus its inlet air temperature Ti
and compression ratio CR. The predicted results of �pmax versus
Ti using the simplified model for the engine are also plotted in
Fig. 6 for comparison. In the prediction, k=1.32 as used by Hsu
�7� and n=0.8 as derived by Chen �11� are rationally used. It can
be seen from Fig. 6 that the analytical prediction agrees closely
with the engine experimental results in both the trends and the
magnitudes of pmax variation.

Variation of pmax Over Inlet Air pi

The variation of peak cylinder pressure, due to solely varying
inlet air pressure pi, is then studied and predicted by using the
simplified model for pmax variation. For varying pi only, Eqs. �4�
and �6� can be simplified as

dpmax

dpi
� mCRk� pm0

pi0
�� pi

pi0
�m−1

�11�

and

Fig. 2 Comparison of predicted �pmax between using model
and simplified model „k=1.32, n=0.8, CR=15, pm0=0.32 MPa…

Fig. 3 Predicted pmax-variation rate over inlet air temperature
at various compression ratio „k=1.32, n=0.8…

Fig. 4 Predicted �pmax/pm0 versus inlet air temperature at
various compression ratio „k=1.32, n=0.8…

Fig. 5 Predicted change in pmax versus intake air boost ratio at
various inlet air temperature „k=1.32, n=0.8, CR=15…
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�pmax � pm0CRk�� pi

pi0
�m

− 1	 MPa �12�

The dimensionless term dpmax/dpi in Eq. �11� as the rate of varia-
tion in pmax over varying pi, is evaluated and plotted versus pi at
various compression ratio CR, as shown in Fig. 7, where pi0
=0.1 MPa is used. As a result of the determination, �pmax based
on Eq. �12� is calculated and plotted versus pi at various CR in
Fig. 8 for pm0=0.32 MPa used. It is indicated in Fig. 8 that the
magnitude of �pmax due to varying pi also increases as CR in-
creases, and the rate of �pmax intends to vary as pi moves away
from its baseline condition pi0.

Figure 9 shows the predicted results of �pmax affected by the
baseline intake air boost ratio pm0 / pi0 as pi changes from its base-
line condition pi0=0.1 MPa used. As indicated in Fig. 9, the effect
of changing pi on varying pmax is also stronger when the air boost
ratio pm0 / pi0 becomes larger.

Comparing the rates of variation of pmax versus pi between two
different compression ratios with identical baseline conditions, us-
ing Eq. �11�, gives an expression the same as Eq. �10� as

dpmax 1

dpmax 2
= �CR1

CR2
�k

�10��

which indicates that the variation of pmax versus pi is proportional
to CRk. Thus, the variation of pmax due to varying pi of a
higher-CR engine configuration is greater than that of a lower-CR
configuration. Starting from an identical pmax at a standard pi, the
engine under a higher compression ratio will also result in a larger
pmax than that under a lower one as pi becomes higher, vice versa,
as displayed in Fig. 8.

Experimental results of testing a medium-speed single-cylinder
research diesel engine are used to verify the model and prediction
of �pmax versus varying pi, and presented in Fig. 10. The tested
engine was a single-cylinder version of the GE-7FDL series en-
gine, with the general setup of the engine and testing system given
in �2,12,13�. In testing the engine for the effect of pi on pmax, the
inlet air pressure was simulated by adjusting intake manifold air
pressure and cylinder exhaust pressure. Two different levels of pi
shown in Fig. 10 were achieved and are available for the compari-
son in this study. The predicted results of �pmax versus pi using
the simplified model of prediction for the two points are also

Fig. 6 Predicted and measured change in pmax versus inlet air
temperature of engine

Fig. 7 Predicted rate of variation of pmax over inlet air pressure
at various compression ratio „k=1.32, m=0.4, pm0 /pi0=3.2…

Fig. 8 Predicted change in pmax versus inlet air pressure at
various compression ratio „k=1.32, m=0.4, pm0 /pi0=3.2…

Fig. 9 Predicted change in pmax over air boost ratio and inlet
air pressure „k=1.32, m=0.4, CR=15…

Fig. 10 Predicted and measured change in pmax versus inlet
air pressure of engine
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plotted in Fig. 10 for comparison. In the prediction, k=1.32 is
used. It was attempted to use three different values of the coeffi-
cient m in the prediction for the engine tested. It can be seen from
Fig. 10 that the analytical prediction agrees closely with the en-
gine experimental results, as m=0.4 is used, in both the trends and
the magnitudes of pmax variation for this particular engine.

Variation of pmax Over TDC-Volume Vc

It is often of interest in design and construction of a
compression-ignition engine that how a variation in the cylinder
clearance volume �Vc�, at which the piston is located at the top
dead center �TDC�, affect the peak cylinder pressure �pmax�, espe-
cially as the piston total active displacement volume �Vs� remains
unchanged. The analytical investigation and simplified prediction
for the effects of Vc on the cylinder compression ratio �CR�, in
turn on pmax, is conducted. Since CR and Vc are related by

CR =
Vs + Vc

Vc
= 1 +

Vs

Vc
and Vc =

Vs

CR − 1
m3 �13�

where Vs is the piston total active displacement volume for com-
pression, then �CR, the variability of CR, due to solely varying
Vc by taking the first-order Taylor expansion of CR is

dCR

dVc
=

− Vs

Vc
2 = −

�CR − 1�2

Vs
�14�

or

�CR �
− Vs

Vc
2 �Vc = −

�CR − 1�2

Vs
�Vc �15�

Thus, for an identical change ��Vc� in Vc, the consequent change
in CR ��CR� between two different baseline compression ratios
with an identical Vs can be compared as

�CR2

�CR1
= �CR2 − 1

CR1 − 1
�2

� �CR2

CR1
�2

�16�

Equation �16� indicates that, with an identical variation in the
clearance volume Vc, the resulted change in CR is greater in the
case of a higher CR than that in the case of a smaller CR, as the
displacement volume Vs remains the same. The ratio of the
changes is roughly proportional to the square of the CR ratio in a
compression-ignition engine where usually 1/CR�1.

For obtaining a simplified approach to �pmax, it may be ratio-
nally assumed that a change of engine cylinder peak pressure
�pmax� due to varying CR is mainly contributed by the consequent
effect on cylinder content compression and, thus, the effect on
combustion heat release is insignificant and negligible. Thus, the
variability of engine cylinder peak pressure �pmax� due to the
variation of CR affected by �Vc can be expressed using Eq. �A2�
of the Appendix by

�pmax � kpmCRk−1�CR = − kpmCRk−1 �CR − 1�2

Vs
�Vc MPa

�17�
or

�pmax

pm
= − kCRk−1�CR − 1�

�Vc

Vc
�18�

The predicted ratio �pmax/ pm versus ratio �Vc /Vc with k
=1.32 used is plotted in Fig. 11 in various baseline compression
ratio cases. Then, the variability of pmax over �Vc between two
different compression ratio bases with pm and Vs remaining the
same can be compared as

��pmax 2

�pmax 1
�

�Vc

= �CR2

CR1
�k−1�CR2 − 1

CR1 − 1
�2

� �CR2

CR1
�k+1

�19�

Alternatively, the variability of pmax over �Vc /Vc, which is a
relative change of Vc, between two different compression ratio
cases with pm remaining fixed can be compared as

��pmax 2

�pmax 1
�

�Vc/Vc

= �CR2

CR1
�k−1�CR2 − 1

CR1 − 1
� � �CR2

CR1
�k

�20�

Equations �19� and �20� indicate that, with either an identical
change �Vc in Vc or an identical relative change �Vc /Vc, the
higher CR configuration will produce a greater change in pmax
than the lower one does. As the intake manifold air pressure pm
and displacement volume Vs remain the same between the two,
the ratio of changes in pmax over �Vc is roughly proportional to
�k+1� power of CR ratio, and the ratio of changes in pmax over
�Vc /Vc becomes roughly proportional to the power of �k� of CR
ratio for pm fixed.

Conclusions
The investigation and analytical prediction of the variations in

peak cylinder pressure due to varying the engine inlet and input
conditions are conducted for compression-ignition engines. The
followings are shown through the investigation.

1. The simplified model and prediction for the variation of peak
cylinder pressure pmax due to varying engine inlet air temperature
and pressure, and as well cylinder TDC clearance volume are
established. Although the more-complete model for �pmax re-
quires knowing the crank-angle position of pmax, the simplified
model can be used to predict �pmax versus Ti and pi closely with-
out the need of knowing the crank position. Comparison between
the results predicted and those from the engine experiments shows
close agreements in both the trends and magnitudes of the pmax
variations as those inlet condition parameters vary.

2. In varying the engine inlet air temperature or pressure, the
most significant engine design input parameters affecting the
variation of pmax include the engine cylinder active compression
ratio CR and the baseline intake air boost ratio pm0 / pi0, as indi-
cated by the simplified models and prediction. The variation of
pmax is proportional to CRk and pm0 / pi0. Thus, the change of pmax
in a higher CR configuration would be greater than that in a lower
CR as Ti or pi varies and the rest of the engine configuration and
operation parameters remain unchanged. As indicated, the effect
of changing Ti or pi on varying pmax is also stronger when the air
boost ratio pm0 / pi0 becomes larger.

3. It is also indicated by the simplified model and prediction
that, for a change in the cylinder TDC volume Vc, a higher
compression-ratio configuration of this type of engine would pro-
duce a greater change in pmax than a lower compression-ratio con-
figuration. The regarded change in pmax versus Vc is roughly pro-
portional to CRk+1 as the active displacement volume Vs and
intake manifold air pressure pm remain constant. The change ver-

Fig. 11 Predicted variation of pmax over cylinder TDC volume
at various compression ratio
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sus �Vc /Vc is roughly proportional to CRk. Thus, any variation in
Vc would result in a change in CR and, in turn, in a corresponding
variation in pmax for a fixed Vs.

4. The models and prediction developed in this paper are based
on the general consideration of compression-ignition engine pro-
cesses. Because of the similar characterizations of engine process
and system configuration, the model and prediction are applicable
to compression-ignition engines, in general. For a particular en-
gine or engine configuration of this type, the analytical prediction,
using appropriate values of the parameters, such as k, n, and m
described and used in this work, can also provide indications of
the pmax variations over varying the engine inlet air or input con-
ditions.

Nomenclature
CR � cylinder active compression ratio
cv � specific heat at constant volume, J/�kg K�
k � cylinder content polytropic process index

m � pm-over-pi exponential coefficient
n � pm-over-Ti exponential coefficient
pi � inlet air pressure entering turbo-compressor,

MPa
pm � intake manifold air pressure, MPa

pmax � cylinder peak firing pressure, MPa
Q � heat of combustion, Joule
R � gas constant, J/�kg K�

TDC � top dead center
Ti � inlet air temperature entering turbo-compressor,

K
Vc � volume of cylinder content at the top dead

center, m3

Vs � piston total active displacement volume, m3

VPmax � volume of cylinder content at pmax, m3

�p � ratio of pressure rises due to heat of
combustion

� � crank angle, degree
� � change in a variable parameter

Subscripts
0 � reference condition
1 � engine in configuration and condition 1
2 � engine in configuration and condition 2

Appendix
The analyses and derivation of the model equation for evaluat-

ing pmax in studying the variation of pmax are described in more
detail as follows. Consider that the peak cylinder pressure pmax is
composed of the intake manifold air pressure �pm� and two pres-
sure rises from pm: the pressure rise pmaxp due to the cylinder
content compression/expansion without combustion; and the pres-
sure rise pmaxq due to the combustion heat added to the cylinder
content, which also undergoes compression/expansion thereafter
toward pmax. Thus pmax, which occurs at crank-angle position
�pmax and cylinder volume Vpmax, can be written as

pmax = pmax p + pmax q MPa �A1�

For pmaxp, the cylinder content undergoes a polytropic
compression/expansion from pressure pm �which is at cylinder
volume Vt� to pmax �which is at cylinder volume Vpmax�. Using an
air-standard cycle analysis treating the cylinder content as an ideal
gas �6�, pmaxp is derived as

pmax p = pm� Vt

Vp max
�k

= pm� Vt

Vc
�k� Vc

Vp max
�k

= pmCRk� Vc

Vp max
�k

�A2�

where CR is cylinder active compression ratio, Vt the cylinder
volume at the beginning of the cylinder compression, Vc the cyl-

inder volume at TDC, and k is a cycle-averaged value of the
cylinder process polytropic index.

Regarding pmaxq, consider an instant amount of combustion
heat �dQ� added into the cylinder content at crank-angle position
� and cylinder volume V�. The instant pressure rise at � and V�

due to dQ is then compressed/expanded continuously prior to
reaching pmax. Based on the evaluation of the instant pressure rise
due to adding a combustion heat to the cylinder content at an
arbitrary crank-angle position given by Hsu �7,8�, the final pres-
sure rise due to dQ on pmax can be derived herewith to be

dpmax q =
RdQ

cvV�
� V�

Vp max
�k

=
RdQ

cvVc
� Vc

Vp max
�k�V�

Vc
�k−1

�A3�

where R is the gas constant and cv is the constant-volume specific
heat of cylinder content. Integrate dpmaxq in Eq. �A3� with respect
to � over the duration from �s �which is the combustion-start
crank angle� to �b �which is either the combustion-ending position
in the case of combustion ending prior to pmax or the position of
pmax at �pmax in the case of combustion ending after pmax�. This
results in the total pmaxq as

pmax q =
R

cvVc
� Vc

Vp max
�k

�s

�b dQ

d�
�V�

Vc
�k−1

d� �A4�

Thus, pmax of Eq. �A1� becomes

pmax = pmCRk� Vc

Vp max
�k

+
R

cvVc
� Vc

Vp max
�k

�s

�b dQ

d�
�V�

Vc
�k−1

d�

�A5�
To further simplify the expression, assume the combustion heat

�Q� per cycle is uniformly distributed over the burning period
����, and the form of Eq. �A4� becomes

pmax q =
RQ

cvVc
� Vc

Vp max
�k


�s

�b �V�

Vc
�k−1

d�

��

=
RQ

cvVc
� Vc

Vp max
�k�V�

Vc
�

ave

k−1��p max

��
�A6�

where �V� /Vc�ave
k−1 is an averaged value of the term over the range

of integration, and ��pmax=�b–�s. Furthermore, Eq. �A6� can be
rearranged to have

pmax q =
RQ

cvVc
�p where �p = � Vc

Vp max
�k�V�

Vc
�

ave

k−1��p max

��

�A7�

where RQ /cvVc is simply the pressure rise for all of Q being
added into the cylinder content at TDC. Thus, Eq. �A5� can be
rewritten as

pmax = pmCRk� Vc

Vp max
�k

+
RQ

cvVc
�p MPa �A8�
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Experimental Validation of a
Common-Rail Injector Model in
the Whole Operation Field
The present study deals with the definition of an accurate mathematical model of a
production common-rail-type injector for automotive diesel engines. The mathematical
model defined in a previous work was refined, accounting for a broader range of effects
on injector performance, thus allowing a more strict validation of the model predictions
against experimental data. The geometry of the control-valve holes, crucial in determin-
ing the actual discharge coefficient, was accurately evaluated by means of silicone molds.
The moving mechanical components of the injector, such as control valve, needle, and
pressure rod were modeled using the mass–spring–damper scheme. The axial deforma-
tion under pressure of needle, pressure rod, nozzle and injector body was modeled. This
effect was found to also affect the control valve device operation, and was properly
accounted for. The model obtained was implemented in Simulink; the ordinary differential
equations were solved by means of the numerical differentiation formulas implicit scheme
of second-order accuracy, while the partial differential equations were integrated using
the finite-difference Lax–Friedrichs method. In order to obtain sufficient data for validat-
ing the model in its entire operation field, two separate sets of tests were carried out. In
the first analysis, a constant reference pressure was imposed in the rail, and the injector
energizing time was progressively increased from values relative to small pilot injections
to values characteristic of large main injections. The injected volume per stroke was
measured by means of a mean delivery meter (EMI) device. During the second set of
tests, the injector was mounted on a flow rate meter (EVI) device so as to measure the
injection law. Electric current flowing through the injector solenoid, oil pressure in the
common rail, and at the injector inlet, needle, and control valve lift were also gauged and
recorded. The good agreement between numerical and experimental results allowed the
use of the model to gain greater insight into the mechanisms and phenomena that regu-
late injector behavior. The nozzle hole discharge coefficient dependence upon time and
needle lift was discussed, and the trends were presented in several working conditions.
The flow in the control volume holes was studied, in order to determine whether cavita-
tion occurs or not, giving an answer to a long disputed topic. Finally, the effects of
injector deformation caused by fuel pressure on performance were investigated.
�DOI: 10.1115/1.2432889�

Keywords: injection systems, common-rail, discharge coefficient

1 Introduction
The direct-injection �DI� diesel engine has widened its natural

application field from heavy duty to light duty applications, re-
placing the spark ignition engine. This expansion has been due to
its higher thermal efficiency and capability to meet the stringent
emission standards imposed by regulations. The introduction of
the common rail fuel injection system �1–3� certainly played an
essential role in achieving the current performance of the diesel
engine.

Many experimental works show the positive effects of splitting
the injection process in several pilot, main, and post-injections on
the reduction of noise, soot and NOx emission �4–8�. In addition,
the success of engine downsizing �9� and homogeneous charge
combustion engines �HCCI� �10,11� is deeply connected with the
injection system performance and injection strategy. However, the
experimental optimization of the injection strategies involves
lengthy campaigns, and yields results that apply only to the par-
ticular engine under investigation.

In this context, numerical analysis can significantly reduce this
optimization process by properly simulating flow and combustion
in the cylinder; these phenomena are deeply connected to the
spray models and, thus, to the characteristics of the fuel flow at
the nozzle hole outlet �12�. In turn, these can be obtained by
means of an injection system model, which must be validated in a
wide range of engine working points in order to obtain significant
results.

Many common-rail injector models are reported in the literature
�6,13–20�. One of the older common-rail injector model was pre-
sented in Ref. �13� and successively improved and employed for
the analysis of the instability phenomena due to the control valve
behavior �14�. An important input parameter in this model was the
magnetic attraction force in the control valve dynamic model.
This was calculated interpolating the experimental curve between
driving current and magnetic force measured at fixed control
valve position. The discharge coefficient of the feeding and dis-
charge control volume holes were determined and the authors as-
serted that the discharge hole operates, with the exception of short
transients, under cavitating flow conditions at every working pres-
sure. Furthermore, the deformation of the stressed injector me-
chanical components were not taken into account. In Refs.
�15,16,18,19� the electromagnetic attraction force was evaluated
by means of a phenomenological model. The force was consid-
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ered directly proportional to the square of the magnetic flux and
the proportionality constant was experimentally determined under
stationary conditions. The elastic deformation of the moving in-
jector components was considered, but the injector body was
treated as a rigid body. Payri et al. �20� report a model developed
in the AMESim environment, and suggest silicone molds as an
interesting tool for characterising valve and nozzle hole geometry.

In a previous work �21�, a model of a Bosch common rail
injector used in car engines was developed, validated in a few
conditions, and then used to demonstrate the effect of certain pa-
rameters on injector performance. Taking advantage of this expe-
rience, in the present work a series of improvements performed on
the original model is presented. To characterize the flow through
the control volume holes a model of discharge coefficient was
adopted, which required the knowledge of the hole geometrical
shape. This was measured by creating silicone moulds of the holes
and then measuring their shape with optical techniques.

A new, dynamic model for the discharge coefficient of the
nozzle holes was developed, which also included the effect of the
needle tip movement on the flow in the holes.

As far as the mechanical part was concerned, the model was
made more accurate by including the effects of deformation under
working fuel pressure of nozzle, needle, control piston, and injec-
tor body. This also made it possible to correctly estimate the maxi-
mum needle lift, as a function of fuel pressure. An extensive vali-
dation against experimental data was carried out, showing the
benefits of the modifications introduced.

2 Mathematical Model
The injector under investigation was a standard Bosch unit �Fig.

1� of the common-rail type used in car engines. It was disas-
sembled and thoroughly analyzed, resulting in the definition of
hydraulic, mechanical, and electromagnetic models. Details of this
analysis can be found in Ref. �21� and are omitted here, where the
main focus is posed on the improvements and modifications of the
original injector model.

2.1 Hydraulic Model. Figure 2 shows the equivalent hydrau-
lic circuit of the injector, drawn following ISO 1219 standards.
The hydraulic parts of the injector were modeled with ideal com-
ponents such as uniform pressure chambers and laminar or turbu-
lent hydraulic resistances, according to a zero-dimensional mod-

eling approach. The internal pipe connecting the injector inlet to
the nozzle delivery chamber was modeled according to a one-
dimensional modeling approach �21�.

2.1.1 Discharge Coefficient of the Control Volume Holes. Ac-
cording to Bernoulli’s law, the flow rate through control-volume
feeding and discharge holes, nozzle holes, and in the needle-seat
opening passage is proportional to the square root of the pressure
drop, �p, across the orifice, namely

Q = �A�2�p

�
�1�

The flow model through these orifices plays a fundamental role
in the simulation of the injector behavior in its whole operative
field, so the evaluation of the �A factor is extremely important.

The discharge coefficient of control volume orifices A and Z
was evaluated according to the model proposed in Ref. �22�. This
considers four flow regimes inside the hole: laminar, turbulent,
reattaching, and fully cavitating; neglecting cavitation occurrence,
a preliminary estimation of the hole discharge coefficient can be
obtained as follows

1

�
=�KI + f

l

d
+ 1 �2�

where KI is the inlet loss coefficient, which is a function of the
hole inlet geometry �23�; l is the hole axial length; d is the hole
diameter; and f is the wall friction coefficient, evaluated as

f = MAX� 64

Re
,0.316 Re−0.25� �3�

where Re stands for the Reynolds number. The ratio between the
cross-section area of the vena contracta and the geometrical hole
area, �vc, can be evaluated with the relation

1/�vc
2 = �1/�vc0

2 − 11.4r/d r/d � 0.15

1 r/d � 0.15
�4�

where �vc0
=0.61 �22,23� and r is the fillet radius of the hole inlet.

If cavitation occurs the potential flow theory allows the appli-

Fig. 1 The Bosch common rail injector analyzed

Fig. 2 Injector equivalent hydraulic circuit
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cation of the Bernoulli’s equation between the upstream chamber
and the vena contracta without any losses �22�. It follows that the
pressure in the latter can be estimated as

pvc = pu −
�l

2
� Q

A�vc
�2

�5�

If the pressure in the vena contracta �pvc� is higher then the oil
vapor pressure �pv�, cavitation does not occur and the value of the
hole discharge coefficient is given by Eq. �2�. Otherwise, cavita-
tion occurs and the discharge coefficient is evaluated according to

� = �vc�pu − pv

pu − pd
�6�

The hole inlet geometrical profile plays a crucial role in deter-
mining, or avoiding, the onset of cavitation in the flow. In turn, the
occurrence of cavitation strongly affects the flow rate through the
orifice, as can be seen in Fig. 3, which shows two trends of pre-
dicted normalized flow rate �Q /Q0� in function of pressure drop
��p� through holes with the same diameter and length, but char-
acterized by two different values of the r /d ratio. In this figure Q0
is the theoretical flow rate evaluated in absence of cavitation when
�p=160 MPa. In absence of cavitation �r /d=0.2�, the relation
between flow rate and pressure drop is monotonic while, if cavi-
tation occurs �r /d=0.02�, the hole experiences a decrease in flow
rate as pressure drop is further increased. This behavior agrees
with experimental data reported in the literature �24�.

If the control volume holes happened to cavitate in some work-
ing conditions, such behavior would reflect strongly on the injec-
tor performance. Therefore, in order to accurately model the in-
jector functioning, it was necessary to accurately measure the
geometrical profile of the control volume holes A and Z; a tech-
nique similar to that proposed in Ref. �20� was used for the pur-
pose. Silicone molds of these holes were obtained, and their mag-
nified image was recorded by means of a high resolution camera,
as shown in Figs. 4 and 5, respectively.

This made it possible to obtain accurate measurements of the
r /d and l /d ratios, as reported in Table 1. The value of KI, in Eq.
�2�, is a function of r /d only �25� and, hence, easily obtainable.

Even though a reference dimension was included in the mold
images, it was preferred not to measure the hole diameter directly,
to avoid errors due to optical aberrations. Instead, knowing that
during production a hydro-erosion process is applied to make sure
that all the holes yield the same flow rate under steady flow con-
ditions, an iterative procedure was applied to determine the hole
diameter that, together with the discharge coefficient model pre-

sented above, yielded the declared flow rate. More specifically, a
guess approximation of the hole diameter was chosen so as to
calculate the discharge coefficient by means of Eq. �1� and with
the discharge coefficient model above described; a new diameter
approximation was then defined aiming to minimize the difference
between the two values of discharge coefficient. The iterative pro-
cess terminated when the difference between two following hole
diameter approximations was lower than 1 �m.

In the control valve used in our experiments, under a pressure
drop of 10 MPa, with a back pressure of 4 MPa, the holes A and
Z yielded 6.5±0.2 cm3/s and 5.3±0.2 cm3/s, respectively. With
these values it was possible to calculate the most probable diam-
eter of the control volume holes, as reported in Table 1. It is worth
noting that the precision with which the diameters were evaluated
was higher than that of the optical technique used for evaluating
the shape of the control volume holes. This resulted from the fact
that KI shows little dependence on r /d when the latter assumes
values as high as those measured. As a consequence, the experi-
mental uncertainty in the diameter estimation is mainly originated
from the uncertainty given on the stationary flow rate through the
orifices.

Fig. 3 Predicted flow through an orifice in presence/absence
of cavitation

Fig. 4 Silicone mold of the control volume hole A

Fig. 5 Silicone mold of the control volume hole Z

Table 1 Characteristics of control volume holes

Hole r /d l /d KI

d
��m�

A 0.23±5% 3.4±5% 0.033 280±2%
Z 0.22±5% 2.8±5% 0.034 249±2%

598 / Vol. 129, APRIL 2007 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.106. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.1.2 Discharge Coefficient of the Nozzle Holes. The dis-
charge coefficient of the needle-seat and of the nozzle holes were
carefully modeled.

The needle-seat discharge coefficient was assumed as needle
lift dependent according to Ref. �26� where this coefficient was
experimentally evaluated after removing the nozzle tip.

The model of the discharge coefficient of the nozzle holes was
designed on the base of the unsteady coefficients reported in Ref.
�27�. These coefficients were experimentally evaluated for
minisac nozzles in the real working conditions of a distributor
pump–valve–pipe–injector type injection system taking into ac-
count the needle-seat discharge coefficient pattern which was
evaluated in Ref. �26�. The pattern of nozzle hole discharge coef-
ficient versus needle lift evidences three different phases. In the
first phase, during injector opening, the moving needle tip
strongly influences the efflux through the nozzle holes. In this
phase, the discharge coefficient progressively increases as the
needle lift does. In the second phase, when the needle is at its
maximum stroke, the discharge coefficient increases in time, in-
dependently from the pressure level at the injector inlet. In the last
phase, during the needle closing stroke, the discharge coefficient
remains almost constant. These three phases above mentioned de-
scribe a hysteresis-like phenomenon. In order to build a model
suitable for a common rail injector in its whole operation field
these three phases need to be considered.

Therefore, the nozzle hole discharge coefficient was modeled as
needle lift dependent by considering two limit curves: a lower
limit trend ��h

d�, which models the discharge coefficient in tran-
sient efflux conditions, and an upper limit trend ��h

s�, which rep-
resents the steady-state value of the discharge coefficient for a
given needle lift. The evolution from transient to stationary values
was modeled with a first-order system dynamics.

It was experimentally observed �27,28� that the transient trend
presents a first region in which the discharge coefficient increases
rapidly with needle lift, following a sinusoidal-like pattern, and a
second region, characterized by a linear dependence between dis-
charge coefficient and needle lift. Thus, the following model was
adopted

�h
d��� = 	�h

d��0�sin� �

2�0
�� 0 � � � �0

�h
d��M� − �h

d��0�
�M − �0

�� − �0� + �h
d��0� � 	 �0

�7�

where � is the needle-seat relative displacement; and �0 is the
transition value of � between the sinusoidal and the linear trend.

The use of the variable �, rather than the needle lift, xn, empha-
sizes the fact that all the mechanical elements subject to fuel pres-
sure deform, thus the real variable controlling the discharge coef-
ficient is not the position of the needle, but rather the effective
clearance between the latter and its seat in the nozzle.

The maximum needle lift, �M, varies with rail pressure due to
the different level of deformation that this parameter induces on
the mechanical components of the injector. A linear relation was
used

�M = K1pr0 + K2 ��m� �8�

where pr0
is the reference rail pressure, and K1 and K2 are experi-

mentally evaluated constants.
Similarly, the value of �0 was assumed to vary in function of

the operating pressure. Thus, the following fit was used

�0 = K3pr0 + K4 ��m� �9�

where K3 and K4 are experimentally evaluated constants.
In order to define the relation between the steady state value of

the nozzle-hole discharge coefficient ��h
s� and the needle-seat

relative displacement ��� the device in Fig. 6 was designed. It

contains a camshaft that can impose to the needle a continuously
variable lift up to 1 mm. Then, a modified injector equipped with
this device was connected to the common rail injection system
and installed in a Bosch measuring tube, in order to control the
nozzle hole downstream pressure, and the steady flow rate was
measured by means of a set of graduated burettes.

Figure 7 shows the trends of steady-state flow rate versus
needle lift at rail pressures of 10 and 20 MPa, while the back
pressure in the Bosch measuring tube was kept to either ambient
pressure or 4 MPa; whereas Fig. 8 shows the resulting stationary
hole discharge coefficient, evaluated for the nozzle under investi-
gation. It was not possible to impose rail pressures higher than
20 MPa during the experiments because of the limited pump dis-
placement �0.657 cm3/ rev� and revolution speed allowed by the
test rig �2500 rpm�.

Despite these limitations, and taking advantage of the reduced
variation of �h

s with operation pressure, it was possible to use the
measured values to extrapolate the trends of steady-state discharge
coefficient for higher pressures, thus defining the upper boundary
of variation of the nozzle hole discharge coefficient values.

During the injector opening phase the unsteady effects are pre-
dominant and the sinusoidal-linear trend of the hole discharge

Fig. 6 Device for manually controlling the needle lift

Fig. 7 Measured flow rate through nozzle as function of
needle lift
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coefficient, Eq. �7�, was considered; when the needle-seat relative
displacement approaches its relative maximum value �M

r , the dis-
charge coefficient increases in time, which means that the efflux
through the nozzle holes is moving to the stationary conditions. In
order to describe this behavior, a transition phase between the
unsteady and the stationary values of the hole discharge coeffi-
cient at this needle lift was considered. This phase was modeled as
a temporal exponential curve, namely

�h = �h
d��M

r ���h
s��M

r � − �h
d��M

r ��
1 − exp�−
t − t0



�� �10�

where t0 is the instant in time at which the needle-seat relative
displacement approaches its maximum value �M

r ; �h
d��M

r �, and
�h

s��M
r � are the unsteady and the stationary hole discharge coeffi-

cients evaluated at this needle-seat relative displacement; and 
 is
the time constant of this phenomenon.

2.1.3 Flow in Long Pipes and Fluid Model. A one-
dimensional modeling approach was followed in order to model
the fluid flow in the pipe connecting injector and rail and in the
injector internal duct that carries the fluid from the inlet to the
delivery chamber. This was necessary to correctly take into ac-
count pressure waves propagation that occurs in those elements.
The pipe flow conservation equations were written for a single-
phase fluid. An isothermal flow was assumed in the present study
and only the momentum and conservation equations were written

�w

�t
+ A

�w

�x
= b �11�

where

w = �u

p
�, A = � u 1/�

�c2 u
�, b = �− 4
/�d

0
�

and 
 is the wall shear stress that was evaluated under the assump-
tion of steady-state friction. In the present study the model works
with imposed constant pressure in the common rail. Junctions
were treated as minor losses and only the continuity equation was
locally written.

Density, wave propagation speed and kinematic viscosity of the
ISO4113 test oil had been evaluated as a function of pressure and
temperature �29�. These oil properties were approximated with
analytic functions of the exponential type in the range of pressures
from 0.1 to 200 MPa and temperatures from 10°C to 120°C.
These analytic formulas were derived from the actual value of
properties, which were supplied by the oil company, by using the
least-square method for nonlinear approximation functions with
two independent variables.

2.2 Mechanical Model. All mechanical devices whose posi-
tion can vary during injector functioning �i.e., needle, control pis-
ton and control valve� were modeled using the conventional
mass–spring–damper scheme, governed by a mechanical equilib-
rium equation, in which the dynamic parameters are function of
element position. In order to take into account the effects of the
axial deformation of nozzle and injector body, the nozzle was
modeled by means a conventional mass–spring–damper scheme
too, while the injector body was modeled by means of a simple
spring having appropriate stiffness. Injector needle, control piston
and nozzle form a three degrees of freedom mechanical system,
which can be modeled as shown in Fig. 9. Three equilibrium
equations are needed to describe the system motion, one for each
element. With reference to Fig. 9, the dynamic equilibrium equa-
tion for control piston �j= P�, needle �j=n�, and nozzle �j=N�
reads

mj
d2xj

dt2 + �̄ j
dxj

dt
+ k̄jxj + F̄0j = Fj �j = P,n,N� �12�

where mj is the displacing mass; � j the damping coefficient; k̄ j the

spring stiffness; and F̄0 j
the spring preload; the bar above the

symbols indicates that these coefficients are evaluated according
to the relative position of the moving elements �21�; the external
force Fj applied to the mass has the following meaning, with
reference to Figs. 2 and 9,

Fj = 	− Fc + pTSP + FR�Pn� − FR�Pb� �j = P�
− pTSn − FR�Pn� + FS + FR�nN� �j = n�
− FS + peSn − FR�nN� �j = N�

�13�

where FR�ij� is the force that ith and jth element apply to each
other when they are in contact

Fig. 8 Measured trends of stationary nozzle hole discharge
coefficient

Fig. 9 Mechanical model of needle, control piston, and nozzle
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Fc = puASP� + pdZ�SP − SP�� �14�
and

FS = pSSS + pDSD + ��pS + �1 − ��pD��Sn − SD − SS� �15�

where �=0 indicates that the nozzle is closed while �=1 indicates
open nozzle conditions.

The control valve contains two mobile components: the pin
element having mass mc and the anchor element of mass ma; they
can be modeled with the two degrees of freedom scheme shown in
Fig. 10. The two dynamic equilibrium equations were written in a
similar fashion as Eq. �12� where j=a indicates the anchor and
j=c the control pin, while the external forces Fj can be evaluated
as

Fj = �FEa − FR�ca� �j = a�
�pdA − pT�Sc + FR�ca� + FR�cb� �j = c�

�16�

where FEa represents the electromagnetic action that the current
generates when it flows in the solenoid coil. The authors would
like to stress that the anchor upper mechanical stop is indirectly
imposed by the control-pin stop �1� and it is not independent as
some authors claim �6,18,19�. With reference to Fig. 1, the con-
trolpin 1, which is stopped by the element 2, stops the anchor 3
through the C-shaped element 4.

The axial deformation of each mechanical element �i.e., needle,
nozzle, and control piston� was taken into account. These ele-
ments were considered only axially stressed, while the effects of
the radial stress were neglected. The axial length of control piston
�lP�, needle �ln�, and nozzle �lN� was evaluated as function of the
axial compressive load �FC� in each element. Therefore, the de-
formed length l of these elements, which were considered formed
by m parts having cross section Aj and initial length l0 j

,was evalu-
ated as follows

l = 
j

l0j
�1 −

FCj

EAj
� �17�

where E is Young’s modulus of the considered material.
The axial deformation of the injector body was taken into ac-

count by introducing in the model the elastic elements indicated as
kB and kBc in Figs. 9 and 10. The injector body deformation can-
not be theoretically calculated very easily, because one should
need to take into account the effect and deformation of the con-
straints that fix the injector on the test rig. For this reason, in order
to evaluate the elasticity coefficient of kB and kBc, an empirical
approach was followed, which consisted in obtaining a relation
between the axial length of these elements and the fluid pressure
inside the injector body. As direct consequence, the maximum
stroke of the needle-control piston ��M� and of the control valve
�XMc� could be expressed as a function of the injector structural
stress.

Figure 11 reports the actual maximum needle-control piston lift
�circular symbols� as a function of rail pressure. At the rail pres-
sure of 30 MPa the maximum needle-control piston lift was not
reached, so no value was reported at this rail pressure. The con-
tinuous line represents the least-square fit interpolating the experi-
mental data and the dashed line shows the maximum needle-
control piston lift calculated by considering only nozzle, needle,
and control-piston axial deformation. The difference between the
two lines represents the effect of the injector body deformation on
the maximum needle-control piston lift. This can be expressed as
a function of rail pressure and can be estimated in 0.41 �m/MPa.
By means of the linear fit �continuous line� reported in Fig. 11 it
was possible to evaluate the parameters K1=1.59 �m/MPa and
K2=364 �m that appear in Eq. �8�.

In order to evaluate the elasticity coefficient kBc, an analogous
procedure was followed, this time analyzing the maximum
control-valve lift dependence upon fuel pressure, as shown in Fig.
11. It was found that the effect of injector body deformation was
that of reducing the maximum control valve stroke of
0.06 �m/MPa.

2.3 Electromagnetic Model. The electromechanical actuator
that drives the control valve was modeled in order to predict the
attraction force that the solenoid applied on the anchor in function
of the electrical current flowing into its coils. The magnetic circuit
geometry of the control valve was thoroughly analyzed in order to
evaluate the magnetic energy �Wm� stored in the gap. The mag-
netic force applied by the solenoid on the anchor �FEa� was ob-
tained by applying the principle of energy conservation to the
anchor-coil system, and evaluated as

FEa = − � �Wm

�xa
�



= −
1

2
�NI

R
�2dR

dxa
�18�

where xa is the anchor lift; NI is the ampere-turns in the exciting
coil; and R the equivalent circuit reluctance connected to the

Fig. 10 Control valve mechanical model

Fig. 11 Effect of injector body deformation on control piston
„top… and control valve „bottom… maximum stroke
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magneto motive force generator �21�.
The saturation phenomenon, which occurs to every ferromag-

netic material, was taken into account by limiting the maximum
magnetic flux in the materials. This implies a superior limit to the
magnetic attraction force. Material hysteresis, nonlinearity, and
flux leakages were neglected.

3 Numerical Algorithm
The equations obtained in the injector model development stage

were implemented in Simulink, a MATLAB Toolbox designed for
modeling dynamic systems. Then a numerical differentiation for-
mulas �NDF� �30� implicit multistep scheme of second-order ac-
curacy was used to solve the resulting system of differential equa-
tions. The choice of this scheme was dictated by the nature of the
system to be solved, which showed numerical stiffness, hence
requiring a specific discretization technique.

The Lax–Friedrichs finite difference scheme �31� was used to
discretize the partial differential equations that describe the flow
into the injector feeding pipe and injector internal main duct. The
conservative scheme adopted is of the first-order accuracy and
presents a minimum diffusion term when the Courant number
�c�t /�x� is chosen to be equal to one. An iterative process was
chosen in order to synchronize the NDF solver, which works with
a varying time increment, and the Lax–Friedrichs algorithm,
which operates with constant time step, in order to maintain the
Courant number as close to one as possible.

4 Injection System
The commercial injection system under investigation was of the

common rail type for passenger cars. It was made up of a volu-
metric high-pressure pump, a pressure regulator, a fuel rail, a rail
pressure sensor, four electric injectors, and connecting pipes. In
the present study, only one injector was connected to the common
rail in order to minimize the rail pressure oscillation and thus
allowing a more precise validation of the injector model.

The high pressure pump, a three-piston Bosch unit with a dis-
placement of 0.657 cm3/ rev., was provided with an embedded
pressure regulator displaced on its delivery port. The regulator,
controlled by the system electronic control unit �ECU�, was re-
sponsible for maintaining the value of the oil pressure in the rail
�pr� at the desired level �pr0

�.
The common rail had a trapped volume of 20 cm3 and was

capable of feeding four injectors. The rail and the injector feeding
pipe were 305 mm and 200 mm long, respectively.

The electric injector under investigation was a standard Bosch
unit fitted with a nozzle of microsac type. It presented five cylin-
drical holes that had been finished with a hydroerosion process
that guarantees a flow rate increase of about 10%. Hence, the
nozzle was characterized by a stationary flow rate of
9.0 cm3/s±0.17 cm3/s at a constant injection pressure of
10 MPa.

5 Experimental Analysis
Experimental investigation of injector performance was carried

out on a test rig designed for testing both traditional and common
rail type diesel fuel injection systems. Two experimental setups
were defined. The first one presented a Bosch measuring tube
�EVI� for the injection rate measurement. In the second experi-
mental setup, the EVI indicator was replaced by an EMI equip-
ment for the evaluation of the mean quantity of fuel injected per
stroke. The injection system used, and the most important quanti-
ties under control during the tests, are presented in Fig. 12, where
the symbol # indicates a sensor.

The oil employed during the test was compliant with ISO4113
specifications and was supplied at a temperature of 40°C±1°C
and a relative pressure of 0.08% ±5% MPa to the injection sys-

tem. Temperature of the injector body was continuously measured
so as to identify the stationary working conditions of the injection
system.

In the first test �EVI�, the experiments were carried out under
five different sets of boundary conditions which characterize the
injector working field. The rail pressure, pr0

, and the injector en-
ergizing time, ET0, reference values, which were imposed through
the injection-system test rig, were set at the values shown in Table
2.

The conditions A, B, and C refer to main injections, while D
and E refer to pilot injections.

The second test �EMI� was carried out by fixing the rail pres-
sure reference value pr0

at 30 MPa, 60 MPa, 80 MPa, 120 MPa,
and 140 MPa, while ET0 was continuously increased up to
1000 �s.

Pressure signals were gauged by means of piezoresistive trans-
ducers �Kistler 4067�. A noncontact eddy current displacement
sensor ��� S05� was employed for the measurement of the control
piston lift. The gauging of the control valve lift was performed by
means of an inductive transducer �AVL 423� whose magnetic core
was connected to the valve body by means of an extension rod
brazed to the valve head. A Hall effect transducer measured the
electric current flowing into the solenoid coil, while the mean
injector reflux flow rate was measured by means of a set of gradu-
ated burettes.

The mass of the injector mechanical elements, the stiffness of
the springs, and the geometrical dimensions were evaluated with
an uncertainty of 1% after the completion of the experimental
campaign.

6 Result and Discussion
Model performance was assessed by comparing numerically

obtained and experimentally measured data. The electric current
signals gauged during experimentation were fed to the model, so

Fig. 12 Tested injection system layout and main measured
quantities

Table 2 EVI analysis test points

Test A B C D E

pr0 �MPa� 135 80 30 135 80
ET0 ��s� 780 700 670 300 300
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as to compare simulated and actual injector behavior when driven
by the same input. Pressure in the common rail was imposed to be
constant during the theoretical analysis. This assumption was jus-
tified by the limited fluctuation of the rail pressure, which was
always lower than 6% of the nominal value, pr0

, in the considered
test cases. This was the result of the choice of connecting only one
injector to the rail, as pressure fluctuations would have been con-
siderably larger if all four injectors were connected and activated,
thus making it difficult to evaluate the effects of every single
injector operation on the system.

Every theoretical result was obtained by setting the parameters
in the discharge coefficient models to the values shown in Table 3.

A first validation test was carried out by comparing the pre-
dicted and measured values of fuel volume injected per stroke, Vf,
in function of the injector energisation time, ET0, as shown in Fig.
13. Lines represent experimental data at a given reference rail
pressure, while circular symbols refer to simulated results. Figure
14 shows the error evaluated as the difference between theoretical
and actual injected fuel volume �Vf�, which was usually lower
than ±1.5 mm3. This shows that the model was able to accurately

reproduce the injector behavior in its entire working field. Com-
parisons between experimental and numerical time histories of
pressure at the injector inlet, control piston lift and control valve
lift were also carried out for this test, but were not reported here
for the sake of brevity.

A detailed validation of an injector model cannot be limited to
the sole comparison of simulated and measured injected volume,
because this quantity represents the integral of the injector internal
operation. However unlikely, due to the extensive range of pres-
sure and ET0 values considered in the first test, it could be pos-
sible that this integral value results from a series of errors that
compensate each other in the prediction of the evolution of vari-
ables that influence the calculation of the injected volume per
stroke.

In order to make sure to exclude the occurrence of this possi-
bility in our model, a second series of validation tests was per-
formed. The evolution of key variables such as oil pressure at
injector inlet �pin�, control valve lift �xc�, control piston-needle lift
�xP�, and injected flow rate �Q� were predicted in the five condi-
tions presented in Table 2, and compared with the relative experi-
mental results, as shown in Figs. 15–19. The reported experimen-
tal trends were obtained as the ensemble average of the values
measured during 20 consecutive injection cycles and were drawn
with circular symbols. The numerical results were drawn with
continuous lines.

Observing the control piston lift trends, a high scattering in the
measured data was noticed during the injector opening phase. The
particular type of sensor used was found to be responsible for
such inaccurate readings, as the small eddy currents used to evalu-
ate distance were affected by the large electromagnetic field gen-
erated by the large current flowing in the solenoid. Confirmation
of this explanation is the evidence that, once the solenoid was
de-energized, the readings became accurate again. A novel optical
sensor �thus insensitive to electromagnetic disturbance� developed
by the authors gave further evidence to confirm this theory, as
shown in Ref. �32�.

The comparisons presented in Figs. 15–19 showed good agree-
ment between experimental and numerical results for all the test
conditions. This allowed us to: �i� completely trust the model to
yield accurate operation predictions of the injector and the devices

Table 3 Values of parameters used in the discharge coeffi-
cient models

Eq. �7� Eq. �9� Eq.�10�

�h
d��0� �h

d��M� K2 K3 

0.75 0.85 0.28 �m/MPa 63 �m 25 �s

Fig. 13 Model validation—injected fuel volume per stroke

Fig. 14 Model error—injected fuel volume per stroke

Fig. 15 Model validation—test conditions A
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that constitute it; and �ii� implicitly validate the models of dis-
charge coefficient and injector deformation developed in this
work.

6.1 Discharge Coefficient of the Nozzle Holes. Figure 20
shows the computed nozzle hole discharge coefficient, �h, depen-
dence upon needle-seat relative displacement, �, in accordance
with the proposed model, in a wide range of operating conditions,
as defined in Table 2. For completeness, the needle–seat discharge
coefficient �26� is also reported is this figure.

Examining the discharge coefficient, �h, trends for the three
main injections during the opening phase, it is interesting to note
that for a given value of the needle lift, lower discharge coeffi-

cients are to be expected at higher operating pressures. This can
be explained considering that the flow takes longer to develop if
the pressure differential, and thus the steady-state velocity to
reach, is higher.

The main injection trends also show the transition from the
sinusoidal to the linear dependence of the transient discharge co-
efficient on needle lift.

The phase in which the needle has reached the maximum value
and the discharge coefficient increases in time from unsteady to
stationary values is not very evident in main injections, because
the former increases enough during the opening phase to approach

Fig. 16 Model validation—test conditions B

Fig. 17 Model validation—test conditions C

Fig. 18 Model validation—test conditions D

Fig. 19 Model validation—test conditions E
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the latter. This happens because the needle reaches sufficiently
high lifts as to have reduced effect on the flow in the nozzle holes,
and the longer injection allows time for complete flow
development.

Conversely, during pilot injections �Tests D and E�, the needle
reaches lower maximum lifts, hence lower values of the unsteady
discharge coefficient, so that the phase of transition to the station-
ary value lasts longer. The beginning of this transition can be
easily identified by analyzing the curves marked with dots and
crosses in Fig. 20. The point at which they depart from their main
injection counterpart �same line style but without markers� marks
the beginning of the exponential evolution in time to stationary
value of discharge coefficient.

For both pilot and main injections, the nozzle hole discharge
coefficient remains constant, and equal to the stationary value,
during the injector closing phase, as shown by the horizontal pro-
file of the trends in Fig. 20.

6.2 Discharge Coefficient of the Control Volume Holes.
Figure 21 presents the calculated discharge coefficient and Rey-
nolds number in the control volume holes A and Z for very low
�30 MPa�, medium �80 MPa�, and very high �135 MPa� reference
rail pressure, pr0

. The discharge coefficient trends in both holes

are similar, presenting a very steep rise as the flow develops, to
reach very high stationary values �0.93–0.95�. The Reynolds num-
ber can be directly linked to the pressure drop across the orifice,
and the fact that the discharge coefficient seems to vary little in
function of operative pressure drop suggests the absence of cavi-
tation in the flow in the holes A and Z, in every possible injector
working conditions. This result contrasts with what suggested by
Refs. �6,14�. This discrepancy is mainly due to the fact that, in the
present work, the correct inlet fillet radius to hole diameter ratio
was accurately measured and was found to be relatively high
�0.22–0.24�, and its effect on the flow in the holes was accounted
for with a suitable model.

Analyzing the trends predicted by the discharge coefficient
model presented in Fig. 3, it becomes evident that the onset of
cavitation causes a discontinuity in the hole behavior as, once
cavitation occurs, the flow rate decreases for increasing pressure
drops. As a result, it stands to reason that a large fillet was created
at the inlet of the control volume holes, as this allowed the
achievement of a higher degree of control over the injector, by
eliminating a source of discontinuity in its behavior.

The model predictions suggest another benefit of creating a
large fillet at the hole inlet. As can be noted by analyzing Fig. 21,
the developed flow discharge coefficient presents only a very little
dependence upon working pressure. In this way the injector de-
signers eliminated another source of nonlinear effects on the valve
dynamics, thus easing injection control.

6.2.1 Effects of Injector Body Deformation. The evaluation of
the axial deformation of the injector moving elements �needle and
control piston� and of the nozzle plays an important role in the
simulation of the injector operation because these deformations
may be significant when compared to the maximum needle lift. To
demonstrate this, let us consider that when the injector under in-
vestigation was set up, the maximum needle-control piston lift
was 364 �m. Applying the model developed in the first part of
this work and considering the worst case scenario �operating pres-
sure equal to the maximum allowed value, 140 MPa�, we obtain
deformations of approximately 106 �m for the control piston,
52 �m for the needle, and 16 �m for the nozzle. Thus, in these
conditions, the maximum needle-control piston lift during opera-
tion can increase by about 50% with respect to the set up
conditions.

The top graph in Fig. 22 shows the control piston lift at a rail
pressure of 140 MPa generated with an ET0 of 1230 �s, while the

Fig. 20 Dependence of the nozzle-hole and needle-seat dis-
charge coefficients on needle lift

Fig. 21 Discharge coefficient and Reynolds number in the control volume holes A and Z at
different rail pressure levels
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bottom graph shows the same trend at a rail pressure of 80 MPa,
and generated with the same value of ET0. The experimental re-
sults are drawn by circular symbols, while lines refer to theoreti-
cal results. The dashed lines �Model a� show the theoretical
needle-control piston lift evaluated by taking into account the
axial deformation of the moving elements and nozzle, while the
continuous lines �Model b� show the theoretical results evaluated
by taking into account the injector body deformation too. The
difference between the two models is significant, and it highlights
the necessity of accounting for deformation of the entire injector
body, if accurate predictions are sought.

Indeed, the maximum needle lift evaluation plays an important
role in the simulation of the injector behavior in its whole opera-
tive field because it influences both the calculation of the injected
flow rate �as the discharge coefficients of needle-seat and nozzle
holes depend also on needle lift� and of the injector closing time,
thus strongly affecting the predicted volume of fuel injected per
cycle.

Considering that the deformation of the injector body also af-
fects the maximum control valve stroke, a similar analysis was
performed to evaluate its effects on injector performance. Our
study showed that this parameter does not play as important a role
as the maximum needle stroke, because the effective flow area of
the A hole is smaller than the one generated by the displacement
of the control valve pin, and thus it is the A hole that controls the
efflux from the control volume to the tank.

7 Conclusions
A previously developed numerical model of a common-rail type

diesel injector was refined here, with the aim of obtaining accurate
predictions of injector operation in its entire application field.

The model of flow through the control volume feeding and
discharge holes was further detailed, and silicone molds were used
to accurately measure the shape of these holes, as it was shown to
play an important role in determining the flow regime in the ori-
fice. The diameter of the control volume holes was determined
indirectly by matching the values of steady flow rate declared by
the manufacturer. In this way, it was ensured that the modeled
holes behaved as close as possible to the real ones.

The model of discharge coefficient of the nozzle holes was also
improved. Experimental evidence had shown that flow in the
nozzle holes is strongly affected by the position and movement of
the needle during the injector opening phase. Hence, to reproduce
this behavior, a transient discharge coefficient versus needle lift
relationship was developed. It was also noted that, once the needle
had reached its maximum lift during the injection, the discharge

coefficient increased in time to reach the value measured at fixed
needle lift in steady-state conditions, and then remained constant
during the injector closing phase. A device for controlling the
needle position was developed, and tests were performed with the
aim of characterizing the stationary hole discharge coefficient in
the function of needle position. Finally, the transition between
transient and steady-state values of the discharge coefficient was
modeled with a first-order system dynamics, with a time constant
of 25 �s. During the injector closing phase, the discharge coeffi-
cient was kept constant.

The elasticity of needle, control piston, nozzle, and injector
body was considered, thus enabling the model to take into account
the variable deformation that these components show as a result of
the action of fuel pressure, and its effect on injector performance.
The main parameters through which deformation affects perfor-
mance were identified as the maximum needle lift and the actual
needle-seat relative displacement.

Experimentally measured and numerically obtained values of
injected volume per stroke were compared, showing the ability of
the model to reproduce with good accuracy the injector operation
in its entire working field, which was explored in terms of ener-
gization time and working pressure.

Stricter validation tests were also performed in order to ensure
that not only the injected quantity of fuel per cycle was correctly
predicted, but also the evolutions in time of control valve and
needle lift, injected flow rate, and pressure at the injector inlet
were accurately estimated. This allowed us to trust model predic-
tions of the evolution of each model variable, and thus use it for
analyzing detailed aspects of injector operation, which cannot be
easily, or at all, experimentally studied.

The results obtained with the model of discharge coefficient of
the nozzle holes were analyzed, showing that, during the opening
phase, and for the same needle position, higher operating pres-
sures tend to result in lower values of the unsteady discharge
coefficient, especially when it shows a sinusoidal dependence on
needle lift. The analysis also evidenced how, during main injec-
tions, the value of the discharge coefficient at the end of the open-
ing phase almost reaches the stationary value, so that little or no
evolution time from unsteady to stationary values is registered.
However, in pilot injections the unsteady value reached at relative
maximum lift is lower �due to lower needle lift� and the transition
phase during which the discharge coefficient increases to reach the
stationary value lasts long enough to become evident.

The analysis of the discharge coefficient in the control volume
holes showed how, due to an accurate hole inlet shape design, it
was possible to avoid the occurrence of cavitation in the flow, and
thus of discontinuities in the injector behavior. Moreover, the
large radius used for the hole inlet fillet allowed us to reach very
high values of discharge coefficient, which showed only a slight
dependence on operating pressure, thus easing injector control by
eliminating these nonlinear effects on control valve dynamics.

As far as the mechanical model was concerned, it was shown
that deformation of injector components due to operating pressure
can increase the maximum needle lift of about 50% of the setup
value, and that this parameter plays a significant role in determin-
ing injector performance. Moreover, despite its bulkiness, the ef-
fects of injector body deformation on estimation of maximum
needle lift was shown to be significant, and thus it should not be
neglected. Maximum control valve lift was also affected by injec-
tor body deformation, but it was noted that this did not affect
performance predictions, because at the lifts at which this effect
becomes apparent, the efflux area generated between control valve
pin and seat results is considerably larger than that of the A hole,
so that the latter only controls the flow from control volume to
tank.
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Fig. 22 Effect of injector body deformation on the maximum
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Nomenclature
A � geometrical area �m2�
C � uniform pressure chamber
c � wave propagation speed �m/s�
d � hole � pipe diameter �m�
e � eccentricity �m�
E � Young’s modulus �Pa�

EMI � einspritzmengenindikator—mean delivery
meter

EVI � einspritzverlaufsindikator—flow rate meter
ET � injector solenoid energization time �s�

F � force �N�
f � friction factor
I � electric current �A�

K � coefficient
k � spring stiffness �N/m�
l � length �m�

m � mass �kg�
N � number of coil turns
p � pressure �Pa�
Q � flow rate �m3/s�
r � rail � fillet radius �m�
R � hydraulic resistance

Re � Reynolds number
S � surface area �m2�
t � time �s�
u � average cross-sectional velocity of the fluid

�m/s�
V � valve � volume
W � energy �J�
X � distance �m�
x � displacement � axial coordinate �m�
� � damping factor �kg/s�
� � switch �0�nozzle closed,1�nozzle open�
� � increment � drop
 � magnetic flux �Wb�
� � needle-seat relative displacement �m�
� � contraction � discharge coefficient
� � density �kg/m3�

 � wall shear stress � time constant �Pa�s�

R � reluctance �H−1�

Subscripts
A � control-volume discharge hole
a � anchor
B � injector body
b � seat
C � compression
c � control valve

D � delivery
d � downstream
E � electromechanical
e � injection environment � external
f � fuel
h � hole
l � inlet loss � liquid phase

in � injector inlet
M � maximum value
m � magnetic
N � nozzle
n � needle
P � piston
R � reaction force
r � rail
S � sac
s � needle-seat
T � tank

u � upstream
v � vapor

vc � vena contracta
Z � control-volume feeding hole
0 � reference value

Superscripts
d � dynamic
r � relative
s � steady state
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Enhanced Splash Models for High
Pressure Diesel Spray
Mixture preparation is a crucial aspect for the correct operation of modern direct injec-
tion (DI) Diesel engines as it greatly influences and alters the combustion process and,
therefore, the exhaust emissions. The complete comprehension of the spray impingement
phenomenon is a quite complete task and a mixed numerical-experimental approach has
to be considered. On the modeling side, several studies can be found in the scientific
literature but only in the last years complete multidimensional modeling has been devel-
oped and applied to engine simulations. Among the models available in literature, in this
paper, the models by Bai and Gosman (Bai, C., and Gosman, A. D., 1995, SAE Technical
Paper No. 950283) and by Lee et al. (Lee, S., and Ryou, H., 2000, Proceedings of the
Eighth International Conference on Liquid Atomization and Spray Systems, Pasadena,
CA, pp. 586–593; Lee, S., Ko, G. H., Ryas, H., and Hong, K. B., 2001, KSME Int. J.,
15(7), pp. 951–961) have been selected and implemented in the KIVA-3V code. On the
experimental side, the behavior of a Diesel impinging spray emerging from a common
rail injection system (injection pressures of 80 and 120 MPa) has been analyzed. The
impinging spray has been lightened by a pulsed laser sheet generated from the second
harmonic of a Nd-yttrium-aluminum-garnet laser. The images have been acquired by a
charge coupled device camera at different times from the start of injection. Digital image
processing software has enabled to extract the characteristic parameters of the impinging
spray with respect to different operating conditions. The comparison of numerical and
experimental data shows that both models should be modified in order to allow a proper
simulation of the splash phenomena in modern Diesel engines. Then the numerical data
in terms of radial growth, height and shape of the splash cloud, as predicted by modified
versions of the models are compared to the experimental ones. Differences among the
models are highlighted and discussed. �DOI: 10.1115/1.2432891�

Introduction
Diesel spray impingement onto cylinder walls is an important

physical process affecting engine combustion efficiency and ex-
haust emissions. The deposition of liquid fuel on the walls has
generally a negative effect on mixture formation and it is also the
main cause of hydrocarbon emissions in small, high-speed direct
injection Diesel engines �1,2�. Under cold start conditions the fuel
droplets adhere to the wall, slowly vaporize, and consequently
increase the unburned hydrocarbon emissions. However, at
warmed-up engine conditions, the high-pressure spray impinge-
ment on the wall expands the total air-fuel volume, produces a
stream of small secondary droplets, and enhances the gas entrain-
ment in the spray, thus favoring the mixture preparation �3–5�.

The spray impingement process involves three physical phases
�droplet, wall, and gas in the near-wall region� and two main
physical processes �wall spray development and wall film evolu-
tion� and it is influenced by parameters related to both physical
and kinematic properties of the impinging droplets. In fact, the
impinging spray behavior is significantly affected by the droplets
velocity �related to the injection pressure and the orifice charac-
teristics�, the backpressure in the chamber and the wall and gas
temperatures. Therefore, a better understanding of the interaction
mechanisms, through the identification of the main parameters
involved, is required in order to improve Diesel engine perfor-
mance. At this time, there is definitely a lack of experimental data,
of theoretical understanding of the involved thermofluid dynamic
processes, and of numerical models for the spray impact phenom-
ena.

Because of its complexity, spray impingement phenomena are

difficult to be experimentally analyzed under engine operating
conditions. Most of the experiments reported in the literature are
carried out in simplified laboratory configurations. �i.e., on pur-
pose built test chamber�, where a high pressure spray impinges on
flat plates �5–12�. Even if some of the complexities of the spray-
wall interaction mechanism are removed, useful qualitative infor-
mation are provided. However, particularly in the case of dense
sprays �i.e., Diesel sprays�, the quantitave data available from the
experiments are limited by the difficulty of measuring droplet size
and velocity distributions in the near-wall region.

On the other hand, computational modeling offers a promising
opportunity to obtain detailed information on the spray-wall im-
pingement and wall-film building. One of the first numerical for-
mulations was presented by Naber and Reitz �13� who used the
results of Wachters and Westerling �14� to define a droplet-wall
interaction model to be linked to a multidimensional code. This
model was then extended by Allocca et al. �15�, who kept into
account droplets atomization, by Eckause and Reitz �16�, who
investigated the heat transfer during impingement and by Guer-
rassi and Champoussin �17�, who proposed the use of probability
functions to calculate the secondary droplet diameters and normal
velocities. Another significant study was performed by Wang and
Watkins �18�, who defined a new droplet-wall impingement model
implemented in a two-phase CFD code. Their model could cor-
rectly predict the wall-spray radius but the height was underpre-
dicted for all the analyzed test cases. One of the most interesting
study was performed by Mundo et al. �19,20�, who use empirical
correlations given in the form of exponential or polynomial func-
tions. Subsequently, Marengo et al. �21� improved this numerical
model by incorporating the effects of wall film thickness on the
splash regime. Based on the splash criteria defined by Mundo
�19�, Grover and Assanis �22� introduced a new splash model into
the KIVA-3V code. Their model is based on the conservation of
mass, tangential velocity, and kinetic energy and it uses specific
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criteria to make a distinction between dry and wetted surface.
Furthermore, the model incorporates a viscous dissipation effect
and it distinguishes between the energy lost to viscous dissipation
and to wall film formation. The submodel proposed by Stanton
and Rutland �23� is always based on the experimental data of
Mundo �19�. It involves the splash effect and the liquid film model
and the ejection angle is uniformly determined from linear inter-
polation of the experimental data. Also Yarin and Weiss �24� per-
formed a mixed experimental-numerical study on the splash phe-
nomenon, showing that this effect corresponds to the velocity
discontinuity occurring between the fluid moving outward from
the splash location and slower fluid on the wall. In contrast to the
study of Mundo �19�, it is not observed any correlation between
incident droplet size and normal velocity.

Bai and Gosman �25� developed a model that solves the con-
servation of energy of an impinging parcel and makes use of a
number of assumptions derived from experimental data. More re-
cently O’Rourke and Amsden �26,27� incorporated a new model
in the KIVA code. In their model, the spray-wall interaction de-
pends on the film thickness, the impinging droplet velocity com-
ponent normal to the wall, the impinging drop diameter and the
liquid density, viscosity and surface tension. Lee and Ryou �28�
and Lee et al. �29� showed that some of the previous discussed
models significantly underestimate the height of the splashed
cloud. Accordingly, they suggested to include a static model of the
wall film into the spray-wall interaction model. The proposed
model includes three representative regimes �rebound, deposition,
and splash�.

In previous publications �30,31�, we investigated the capabili-
ties of some of the described numerical models to correctly rep-
resent this physical process. All these models were implemented
into a modified version of the KIVA-3V code and numerical re-

sults were compared with experimental data. All the investigated
models in their original formulation resulted to be inadequate to
reproduce the splash phenomena under Diesel-like conditions
�i.e., high impinging droplets velocity�. Nevertheless, preliminary
results showed that after slight modifications and a proper updat-
ing phase, the models derived from the formulation made by Bai
and Gosman �25� and by Lee and Ryou �28� and Lee et al. �29�
can provide a good agreement with the experimental data.

In the present paper, these numerical models are further inves-
tigated, analyzing their performance under different injection
pressures and backpressures �typical small-bore Diesel engine
chamber pressures during the injection phase�.

The experimental tests are carried out in an on purpose built
test chamber, where a high pressure spray impinges on flat plates
�11,31�. The observation of the experimental splash phenomenon,
allowed to identify the number of secondary droplets and the ejec-
tion angle as the critical parameters to be modified in the numeri-
cal models. Then a general enhanced formulation for both models
is provided and the modified models are validated in terms of
splash height and radius using experimental measurements at two
different injection pressures �80 and 120 MPa� with a backpres-
sure ranging from 0.1 to 5 MPa.

Finally, the liquid film formation and spreading are numerically
investigated, as the film spreading characteristics and the fuel film
thickness can provide insight into cold starting spray interactions.

Experimental Set-up and Procedures
The Diesel spray evolution and fuel-wall impingement is car-

ried out in an optically accessible high-pressure vessel equipped

Fig. 1 Experimental apparatus
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with three large quartz windows. The volume of the bomb is 8
�10−3 m3 and it can be filled with nitrogen �N2� at pressures up
to 5.0 MPa.

A stainless-steel flat plate, 1.077 �m mean roughness, is used
for impinging the fuel on the wall. It is located at 22 mm from the
nozzle tip on an x-z-� micrometric apparatus for positioning and
tilting configurations. The plate can be heated by a 200 W elec-
trical resistance in the range 298–773 K. The temperature is con-
trolled by a Watlow 985 Series system �+/−1°C� with a j-type
thermocouple located at the center of the plate 0.5 mm under the
impinging surface. The temperature of the gas in the vessel is
measured by a thermocouple located in a non interfering location
respect to the jet evolution. In this paper experimental results are
reported only at a temperature of 298 K for both the plate and the
gas.

The sprays are generated, in single-shot mode, by a common
rail injection apparatus. Open software allows setting injection
pressure, injection duration and timing via an electronic control
unit. Injection pressures of 80 and 120 MPa are set with a nominal
injection duration of 1.0 ms. The ISO 4113 calibration fluid is
used. Its main characteristics are reported in Ref. �32�. An axial
single-hole sacless nozzle injector type is used with the hole di-
ameter and length of 0.18 and 1.0 mm, respectively.

The spray, emerging coaxially the chamber, is lightened by a
pulsed laser sheet, 100 �m in thickness and 12 ns in duration,
generated by a Nd-yttrium-aluminum-garnet laser operating on its
second harmonic. The injector/laser/charge couple device �CCD�
electronic command configuration allows carrying out planar im-
ages along the spray axis. The pictures are captured by a PULNIX
TMC-6 CCD camera synchronized with the laser pulse providing
images size of 768�568 pixels, 8 bit resolution.

A digital delay and pulse generator by Stanford Research Sys-
tem Inc. and a Tektronix TDS 684 B �1 GHz� four channel digital

scope enable synchronizing, delaying, and controlling the laser/
detector system with respect to TTL pulse command with a fine
temporal resolution.

A schematic diagram of the experimental apparatus is reported
in Fig. 1. Further details of the apparatus are reported in Refs.
�9–11�.

Image postprocessing is performed with a customized proce-
dure employing both commercial and on purpose developed soft-
ware in order to clean images �i.e., background noise related to
light scattering of residual floating droplets and dust in the vessel,
overexposures in high fuel density zones, and finely atomized
nonimpacting droplets� and extract the parameters of interest �i.e.,
spray structure and morphology, jet cone angles, tip penetrations,
and impact geometry�. Each frame used for the present analysis
results from an average of five synchronized frames.

Spray, Splash, and Film Modeling
The main numerical code used in the present paper is a modi-

fied version of the KIVA-3V code that solves the three-
dimensional equations of chemically reactive flows with sprays
with a multiblock structured grid approach.

The atomization mechanism is simulated through a hybrid ap-
proach that distinguishes between a jet primary breakup, which is
the atomization process that may take place inside the injector to
the dense part of the spray, and a droplet secondary breakup,
which describes how the parcels of liquid initially formed are
transformed to a dilute spray, composed by small spherical drop-
lets.

In the primary jet breakup phase a combined approach of tur-
bulence, cavitation and droplet surface wave-like disturbance
is used. The phenomenological flow model proposed by
von Kuensberg Sarre et al. �33� is used to evaluate the flow regime
inside the injector �turbulent or cavitating� and to simulate the
effects of nozzle geometry on fuel injection and spray processes.

Table 1 Splash models main features

BG LR

Splash regime transition
criterion

We0�Wecrit

Wecrit=2630La0.183 for dry wall;
Wecrit=1320La0.183

E2= �w0di �� 1�min�h0 � di ,1�+ �bl � di �Ecrit
2

Ratio of the splashed mass to the
incident mass

rm= ms �mi =0.2+0.6·RN�0,1� for dry wall
rm=0.2+0.9·RN�0,1� for wetted wall

rm=0.2+0.6·RN�0,1� for dry wall
rm=0.2+0.9·RN�0,1� for wetted wall.

Number and size of secondary
droplets

f�ds�=1/dmeane
−�ds/dmean�

dmean=di
� rm� 30· �We0/Wecrit−1�1/3

ns=0.187·We0,n−4.45

ds= �rm � ns
�1/3

di

Secondary droplets velocity V=Cf	0t+wsn

ws,1 �ws,k � ln�ds,1 � di
� / ln�ds,k � di

� for k=1, p

1 � 2 ms � p � �
k=1

p

�ws,k
2 ��= 1 � 2miVi

2+EI�−ED−ES�


=RN�0;2��

Wes= �rm � nS
�1/3

1 � rm
�We0− �4.5We0,n�max

4 �Re0 −12��
−12

	s= 0.452·Cf ·Re0,n
1/8 ·w0��


=RN�0;2��

Table 2 Selected test cases

Case No. Injectionpressure�MPa� Backpressure �MPa�

1 80 0.1
2 1
3 3
4 5
5 120 0.1
6 1
7 3
8 5

Fig. 2 Schematic diagram of impinging and splashed droplets
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The resulting cavitation predictive submodel provides the initial
conditions for the spray model in terms of initial parcels size and
velocity.

The turbulent kinetic energy of the flow inside the injector
nozzle and its dissipation rate are also evaluated to predict jet
atomization due to turbulence as proposed by Hu and Gosman
�34�. The possible cavitation effects are considered as a source of
turbulent fluctuation inside the spray. The wave breakup �WB�
model �35�, based on a stability analysis of liquid jets, is also used
to simulate primary atomization of liquid core. Each model pro-
vides a time scale of atomization. Assuming that the above
mechanisms compete with each other, the time scale, which pro-
duces the fastest set-off of instability, is chosen to set-off the
breakup event.

For the secondary breakup simulation, deformation and breakup
of a liquid droplet by aerodynamic forces is classified through the
Weber dimensionless number that defines the ratio between the
inertia and the surface tension forces. A critical Weber number
�Wec� fixed to 12, is the limit over which deformation leads to
breakup. Depending on the intensity of the aerodynamic force,
five distinct regimes are considered: vibrational, bag, chaotic,
stripping, and catastrophic �36�. Each of these regimes is assumed
to exist in a certain range of Weber number and for each regime a
distinct secondary breakup modeling approach is used: the stan-
dard Taylor analogy breakup model �37� for the vibrational regime
�slower droplets, usually at the periphery of the spray�; the droplet
deformation and breakup �DDB� approach �38� for the bag

breakup; the WB model for the stripping regime �36�; a competi-
tion between the DDB model and the WB model for the chaotic
regime; a competition between the R-T model �39� and the WB
model for the catastrophic regime. Finally, the collision and the
coalescence model of the original version of KIVA-3V is consid-
ered �37�.

A detailed description of several of the implemented submodels
can be found in a previous paper �36�.

Regarding the spray-wall interaction, four after-impingement
regimes are considered with increasing impinging droplets Weber
numbers �25�:

— stick, when the droplet forms liquid film and adheres to the
surface in a nearly spherical form

— rebound, when the droplet bounces against the wall at low
impact energy

— spread, when the droplet forms liquid film and, being its
impact energy high enough, merges with the liquid film

— splash, when each droplet generates some secondary par-
cels and film

Considering that in modern small-bore Diesel engines the ve-
locity of impinging droplets is usually very high �up to 250 m/s�,
due to the high injection pressures, the present analysis regards
only the splash regime, which is the most frequent occurring one.

Among the models available in literature, the authors focused
their attention on the works by Bai and Gosman �25� �BG model�
and by Le and Ryou �28� and Lee et al. �29� �LR model�, because
of their performance and capability of representing the splash phe-
nomenon, with particular emphasis on sprays with characteristics
typical of modern small-bore direct injection �DI� Diesel engines
�30,31�. Both models are based on mass and energy conservation
laws and on empirical correlations.

The basic equations of these models are summarized in Table 1,
which compares the models on the basis of:

• the splash criterion, which means the regime transition cri-
terion used for predicting if splashing occurs.

• the ratio of the splashed mass to the incident mass. The total
splashed mass is determined by means of the impinging
mass. Bai and Gosman �25�, Lee and Ryou �28�, and Lee et
al. �29� all make the hypothesis that for wetted wall the
splashed mass may be even greater than the impinging mass
since the secondary droplets may take some liquid out from
the film.

• the secondary droplets size. The number and the size of
splashed droplets are strictly related to each other by means

Table 3 Major updates in BG model „the employed constants
are C0=66.8, C1=1.54e-4, and C2=1.17e-10…

Original BG Modified BG

Ejection angle � Random
5 deg���50 deg

Random
2 deg����max

�max=C0−C1We0+C2We0
2

Friction
Coefficient Cf

0.7 0.95

Table 4 Major updates in LR model „the employed constants
are C0=66.8, C1=1.54e-4, and C2=1.17e-10…

Original LR Modified LR

Ejection angle � from vs
�see Table 1�

random
2° ����max

�=C0−C1We0+C2We0
2

Number of
splashed droplets

N N /2

Fig. 3 Spray penetration: numerical-experimental comparison
at different injection pressures

Fig. 4 Relationship between the maximum ejection angle and
the impinging droplet normal Weber
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Fig. 5 Profiles of the splash cloud at different time from SOI: experimental-numerical „BG model… comparison
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Fig. 6 Profiles of the splash cloud at different time from SOI: experimental-numerical „LR model… comparison
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of the mass conservation principle. The BG model starts
from the calculation of the droplets size on the basis of a
prescribed distribution function, while the LR model uses an
empirical formula to determine the number of splashed
droplets.

• the secondary droplets velocity, which is the element that
mainly characterizes the different models. Both models use
the energy conservation principle with different assumptions
and approximations. Figure 2 shows a schematic diagram of
impinging and splashed droplets, highlighting the main ki-
nematic parameters and the coordinate system.

A more detailed description of these features can be found in
Refs. �30,31�.

The wall film model derives from the research and O’Rourke
and Amsden �27�. This model is able to represent the wall film
dynamics keeping into account all the major physical processes
affecting the liquid film including mass, momentum and energy

contribution to the film due to the spray impingement, splashing
effects, shear forces, heat transfer in and above the boundary
layer, etc.

The major assumption of the model is that the fuel film is so
thin that the film flow is laminar and that the inertial force can be
neglected. This assumption stops existing close to sharp corners
where an inertial separation criterion is considered.

A particle numerical model is used for the wall film for the
compatibility with the spray model and for the possibility to easily
calculate the film convective transport.

Numerical Results and Validation
The numerical results obtained through the BG and LR models

for spray impingement were compared to the experimental data of
the spray wall interaction under Diesel-like injection pressures.
Two different injection pressures have been investigated �80 and
120 MPa� with a backpressure ranging from 0.1 to 5 MPa. Details

Fig. 7 Contours and thickness of wall films at 500 and 1000 �s after
impingement—Case No. 4 - BG model
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of the experimental-numerical tests are reported in Table 2. The
computational domain used for the simulations is a 70�70
�25 mm3 structured grid with a 1 mm spacing, fine enough to
reduce the grid-size sensitivity of less than 1% in terms of spray
penetration.

The spray initiation is based on the measured needle opening
and closure times. The fuel flow rate law is made up of three
parts: two for the opening and closure phases at constant slope
and one part with constant fuel flow rate. A total of 10,000 sample
parcels are introduced during the injection time.

Figure 3 shows the comparison between the experimental and
numerical spray tip penetration with a backpressure of 0.1 MPa. A
good agreement between numerical and experimental results is
observed. It is worth noting that it is not possible to discriminate
penetration regimes, due to the very high injection pressure and
the very low backpressure.

Splash Results. The numerical data have been obtained with
both BG and LR model, after a proper updating phase. In fact, the
original BG model significantly underestimates the splash radial
growth while the original LR one considerably overestimates

splash height and underestimates the splash cloud radial growth
�almost one half of the experimental one�, as reported in a previ-
ous paper �31�.

Comparing the experimental data and the numerical results
given by the models in their original formulation, the inability of
reproducing the splash phenomenon can be related to the number
of secondary droplets generated by the spray-wall interaction �and
then to the secondary droplets dimension� and to the tangential
component of the splashed droplets velocity. In the LR model, in
fact, the number of splashed droplets is a function of the Weber
number by the experimental correlation reported in �13�. How-
ever, this correlation was extrapolated for a low velocity imping-
ing spray. At high injection pressures this gives very small low-
penetrating splashed droplets, thus resulting into an
underprediction of the splash cloud radius. Therefore, the LR
model has been modified by reducing of one half the number of
splashed droplets. Moreover, in both the LR and the BG models
the calculation of the tangential component of the splashed drop-
lets velocity is based on a theoretical correlation resulting from
the analysis of a low impinging velocity single droplet �24�. How-

Fig. 8 Contours and thickness of wall film at 500 and 1000 �s after
impingement—Case No. 4 - LR model
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ever, the experimental results demonstrate that the effects of a
spray droplet impacting onto a fluctuating film on a wall signifi-
cantly differ from those of a single droplet impacting onto a sta-
tionary, uniform film.

Therefore, for both models, the direction of the splashed drop-
lets velocity has been calculated by defining the ejection angle
range as a function of the impinging droplet normal Weber num-
ber in order to keep into account the different operative conditions
in terms of injection pressure and backpressure. Employing a re-
lationship with the droplet normal Weber number as the variable
should make the model general, as the spray characteristics before
impingement are determined by multiple factors, not only injec-
tion and chamber gas pressure, but also orifice characteristics.

The employed relationship between the maximum ejection
angle, �max, and We0 is reported in the graph of Fig. 4. Moreover,
in the updating phase of the BG model a friction coefficient value
of 0.7 has been found. In the authors’ opinion, considering that the
majority of the spray is impinging on a wet wall, a high friction
coefficient is more related to the fuel film, that makes the surface
very smooth, than to the roughness of the plate surface. However,

more experimental tests with different plate roughness would
clarify this point.

Finally, regarding the number of secondary droplets in the LR
model, the proposed empirical distribution produce very small
droplets due to the high impinging We. Therefore, due to their
insufficient inertia, the secondary droplets low penetrate in the gas
chamber. Simply halving the number of secondary droplets calcu-
lated with the proposed empirical correlation has been found to
produce satisfying results.

Major updates in BG and LR model are summarized in Tables
3 and 4, respectively.

These changes allow both models to reproduce with good ac-
curacy the experimental splash cloud produced by Diesel-like
high pressure sprays with different backpressures. A good agree-
ment between numerical and experimental splash height and ra-
dial width for both models can be observed in Figs. 5 and 6 that
show the spray profiles after wall impingement at different times
after the state of injection �SoI� for the test cases reported in Table
2. The improvement from the original version of the models is
demonstrated by the comparison of the predicted splash cloud

Fig. 9 Contours and thickness of wall films at 500 and 1000 �s after
impingement—Case No. 8 - BG model
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profiles in case No. 8 of Figs. 5 and 6.
Under almost all the defined operative conditions, the enhanced

BG model gave better results than the LR one in terms of splash
height, radial extension, and growth rate. In particular, the LR
model underestimates almost everywhere radial growth and splash
cloud thickness. This is probably related to the fact that the choice
of halving the number of secondary droplets, made after an up-
dating phase for case No. 5, does not correctly take into account
the effects of the impinging droplets characteristics and of the
backpressure.

Film Results. The wall film formation and thickness play a
fundamental role in the spray-wall impingement phenomena. In
fact, when a drop impinges on a thick film most of the drop
energy is dissipated by the film itself resulting in less splashing or
no splashing if the film is thick enough. Thus, a trade-off exists
between spray impingement, prompting film spreading, and too
much spray, causing an excessive amount of fuel in the same area
in a short duration.

Figures 7 and 8 show the contours of liquid film distribution for
different times with reference to case No. 4 for BG and LR mod-

els, respectively. The same characteristics are represented in Figs.
9 and 10 for BG and LR models under the operating conditions
defined by case No. 8. For both models, the liquid films are propa-
gating along with the radial direction but initially the incomplete
symmetric contours can be seen. This is because the tangential
velocity and the pressure sources in the film momentum are
mainly affected by random postimpingement characteristics. Nev-
ertheless, as time goes on, the film shape tends to be symmetric.

Some differences can be observed between the BG and LR
models at the beginning of the spray impact on the wall. In fact,
during this first phase, the LR model results are characterized by a
significantly higher thickness, mainly located along the spray axis.
This effect is directly connected to the different splash criterion as
described in Table 1. Consequently, a considerable number of the
impinging droplets tend to stick and spread along the surface. The
majority of the drops momentum is transferred to the film, thus
increasing the surface area of the piston bowl covered with fuel.

The film thickness profiles for both the models are reported in
Figs. 11–14 under the operative conditions of the cases No. 4 and
No. 8. The area around the stagnation point is immediately

Fig. 10 Contours and thickness of wall films at 500 and 1000 �s after
impingement—Case No. 8 - LR model
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flooded. Also in this case it is possible to observe a quite different
behavior at the beginning and a substantially similar behavior in
the last phase.

The predicted two peaks profile agrees with the results in Ref.
�1� and is basically due to two phenomena. Initially, a liquid wall-
jet is formed at the onset of impingement in this region which
widens in the radial direction causing the liquid wall-jet to decel-
erate. Then, the film experiences the majority of the spray-film
interaction in this region which results in splashing of secondary
droplets thus reducing the amount of mass in film.

Conclusions
This paper presents a combined numerical and experimental

analysis of high velocity diesel spray impinging on a flat wall,
with the aim of developing accurate numerical models for simu-
lating the process of spray-wall interaction in modern small-bore
DI Diesel engines.

The experimental tests have been performed injecting into a
298 K temperature quiescent gaseous environment a nonevapora-
tive fuel from a common-rail injection system. The experimental
setup and the used image processing technique allowed obtaining
detailed information on the shape and the structure of the imping-
ing spray.

Regarding the numerical analysis, the authors have selected and
implemented in a multidimensional code two splash models based
on the conservation of mass and energy available in literature. As
shown in a previous paper, at the high injection pressures typical

of modern DI Diesel engines, both models, in their original ver-
sion, were inadequate for correctly reproducing the splash phe-
nomena.

In this paper we demonstrate that this inability is related to:

— the number of secondary droplets generated by the spray-
wall interaction

— the tangential component of the splashed droplets velocity

Therefore, the models have been modified by reducing the
number of splashed droplets and relating the ejection angle range
limit to the impinging droplet Weber number, on the basis of the
experimental results. The enhanced version of the model by Bai
and Gosman �25� best performs in capturing the splash cloud
height and radial extension, in all the time range at two different
injection pressures �80 and 120 MPa� with a backpressure ranging
from 0.1 to 5 MPa. This is probably related to the empirical rela-
tionship employed to evaluate the number of secondary droplets
in the enhanced version of the LR model. Better results are ex-
pected relating the number of secondary droplets to the impinging
droplets characteristics.

Finally, the wall liquid film distribution and thickness with the
enhanced models are investigated, showing how the film forma-
tion, especially at the beginning of the spray impact on the wall, is
significantly influenced by the chosen splash criterion.

Fig. 11 Predicted film thickness distributions at different
times for case No. 4 - BG model

Fig. 12 Predicted film thickness distributions at different
times for case No. 4 - LR model

Fig. 13 Predicted film thickness distributions at different
times for case No. 8 - BG model

Fig. 14 Predicted film thickness distributions at different
times for case No. 8 - LR model
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Nomenclature

Dimensionless Numbers
La � Laplace number
Re � Reynolds number
We � Weber number

Vectors
b � n� t
n � unit vector normal to the wall
t � unit vector tangent to the wall

V � splashed droplet velocity vector

Symbols
� � angle between the incident droplet velocity and

the wall normal vector
� � value related to �

�bl � boundary layer thickness

 � azimuthal angle

�max � dimensionless parameter
� � ejection angle
� � fuel density
� � fuel surface tension
 � constant used to calculate the splashed droplet

tangential velocity in the LR model
C0,1,2 � model constants �relationship �max versus We0�

Cf � friction coefficient
di � incident droplet diameter

dmean � mean diameter related to di
ds � splashed droplet diameter
E � splash impact energy

Ecrit � critical value of E �57.7�
ED � dissipative energy loss
EI� � incident droplet surface energy
ES� � splashed droplets surface energy

h0 � film thickness
mi � incident droplet mass
ms � splashed droplet mass
ns � number of splashed droplet per impinging

parcel
rm � splashed to incident mass ratio

RN � random number
v0 � incident droplet velocity component tangential

to the wall
vs � splashed droplet velocity component tangential

to the wall
We0 � incident droplet Weber number

Wecrit � critical Weber number
Wes � splashed droplet Weber number

w0 � incident droplet velocity component normal to
the wall

ws � splashed droplet velocity component normal to
the wall
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A new experimental facility was designed, fabricated, and tested
to model and study the effect of bidirectional swirl flow on the rate
of heat transfer to combustion chamber walls. Reduction of this
heat transfer can result in time and cost of design and fabrication
methods of combustion chambers. The experimental study was
performed using propane and air with oxygen as fuel and oxidizer,
respectively. For similar flow rates, in cases where bidirectional
flow was present, wall temperature reductions of up to 70% were
observed. In cases where only some of the oxidizer was injected
from the chamber end to generate the bidirectional swirl flow, the
lowest wall temperature existed. This can be due to better mixing
of fuel and oxidizer and absence of hot spots in the combustion
core. �DOI: 10.1115/1.2431386�

Introduction
Vortex flows taking place in many combustion chambers have

direct effects on boundary layers and on the rate of heat transfer
between flow field and walls. Therefore, controlling the quality of
vortices, the combustion efficiency can be increased and the loca-
tion of energy release can be controlled. Marble �1� studied
growth of diffusion flame in a vortex structure. The hot reaction
zone location is strongly influenced by the flow field structure.

Chiaverini et al. �2� worked on vortex trust chambers employ-
ing an oxidizer swirl injector just upstream of the converging
section of nozzle to generate a coaxial vortex flow field. They
found substantial reduction in chamber wall temperature. Vyas
et al. �3� derived an exact solution for the flow field of a bidirec-
tional coaxial vortex. This study proved that the flow does not
short circuit from the injection point to the exit nozzle, but rather
a tendency exists for the flow to go all the way up to one end and
then return through a core flow, which is referred to as a bidirec-
tional flow.

Theoretical Background
Tangential vortices have the advantage of being nonperiodic in

comparison to longitudinal vortices. Previous theoretical model-
ing of industrial cyclones has proven the existence of bidirectional
tangential swirl flow in such chambers. A rather complete analysis
of this type of flow is presented in the work of Bloor and Ingham
�4�. Ignoring the small transition zone at the inlet to the chamber,
the rest of the flow is assumed to be axsisymmetric. Assuming:
steady, inviscid, incompressible, rotational, and nonreactive, the
governing equations can be simplified as �3�

1
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ū�
2

r̄
= −

1

�̄

� P̄

� r̄
�2�

ūr
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+ ūz

� ūz
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These equations can easily be solved by using the following
boundary conditions:

r̄ = a, z̄ = L, ū� = U

z̄ = 0, ∀ r̄, ūz = 0

r̄ = 0, ∀ z̄, ūr = 0

r̄ = a, ∀ z̄, ūr = 0
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z̄ = L, Q̄o = Q̄i = UAi �5�
From the solution of the above governing equations the axial ve-
locity �uz� in the combustion chamber shows the existence of a
bidirectional swirl flow.

In real situations, the flow rate of oxidizer is much higher than
the fuel flow rate. Therefore, if oxidizer is injected from the end of
the chamber with a tangential orientation and fuel is injected from
the head of the chamber, the oxidizer flow pattern dominates and
the same bidirectional swirl flow will form. On the vicinity of the
wall, oxidizer alone will move tangentially upward, having the
ability to cool the walls. When oxidizer reaches the head, it mixes
with fuel and tangentially moves downward the chamber through
a core flow. Fuel and oxidizer are mixed in the core, and thus, they
can react in the core only. This flow arrangement is schematically
shown in Fig. 1.

Results and Discussion
The chamber wall temperature variation with time is presented

in Fig. 2. The results indicate that the chamber wall temperature at
head, middle, and end increase with time.

Addition of oxygen to air increases the operating limits of the
experimental facility. Usage of oxygen causes higher flow rates of
fuel and oxidizer to combustion chamber. Figure 3 presents the
data for the following three cases:

1. Fuel, air, and oxygen entered from the chamber head,
2. Fuel and air entered from the chamber head and oxygen

from the chamber end,
3. Fuel entered from chamber head, and air and oxygen entered

from the chamber end.

The flow rates for all three cases were kept constant. In the third
case, the wall temperature decreased by �36%, whereas in the
second case a wall temperature decrease of �62% was observed.

Analysis of exhaust gas composition, which is shown in Fig. 4,
proved that combustion was most complete in the second case as
compared to the other cases. To justify this observation, it is rea-
sonable to assume that heat transfer from the combustion core to
the chamber walls is mainly performed by radiation. Cooling of
chamber walls are done by convection. Therefore, in the second
case where fuel and air entered from the chamber head and oxy-
gen from the chamber end, a better chance of mixing existed as

Fig. 2 Longitudinal chamber wall temperature in three posi-
tions of T1: base, T2: middle, T3: head versus time, ṁfuel
=0.61 gr/s

Fig. 3 Wall temperature variation „T2… versus time for three
different cases, �=0.8, x=0.35, ṁair=10.4 gr/s, ṁoxygen
=2.5 gr/s, ṁfuel=1.07 gr/s

Fig. 1 Bidirectional swirl flow in a chamber

Fig. 4 CO2 Percentage in combustion products for three dif-
ferent cases
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compared to the third case. This resulted in a distributed combus-
tion throughout the chamber length. This distributed combustion
eliminated the possible local hot spots where, due to existence of
high oxygen concentration, temperature might be very high. Since
the radiation is strongly influenced by temperature, presence of
hot spots can substantially increase the rate of heat transfer to the
walls.

Presence of bidirectional swirl flow in a combustion chamber
can effectively reduce the chamber wall temperature as experi-
mentally measured. Injecting some of the oxidizer from the cham-
ber end, and not all of it, results in efficient combustion and lower
wall temperature.

Conclusions
Based on analytical results for the existence of bidirectional

swirl flow in certain chamber geometries and flow condition and
with the motivation of keeping combustion chamber walls cool, a
new experimental facility was designed, fabricated, and tested.
Propane and air accompanied by oxygen were used as fuel and
oxidizer, respectively. In cases of existing bidirectional flow, wall
temperature reductions of up to 50% were observed. In experi-
ments where only some of the oxidizer was injected from the
chamber end, to generate the bidirectional swirl flow and some of
the oxidizer was injected with the fuel from the chamber head, the
lowest wall temperature was observed.

Nomenclature
a � chamber radius
L � chamber length

P̄ � chamber pressure

Q̄o � outlet volumetric flow rate

Q̄i � inlet volumetric flow rate
r � radial coordinate

Tchamber � chamber temperature
TP � product temperature
ur � radial velocity
uz � axial velocity
u� � tangential velocity
U � inlet velocity

V̇air � volumetric flow rate of air

V̇oxygen � volumetric flow rate of oxygen
x � volumetric ratio of added oxygen to total air

and oxygen
z � axial coordinate
� � fraction of nozzle to chamber
�̄ � density
� � equivalence ratio
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